Tutorial OQ -  Field: Finance —Business -

TITLE: Wall Street — Stock Market Predictions using Times Series Analyses
Guest Author: Thomas Hill, Ph.D. Book co-author Gary Miner, Ph.D.

SUB-TITLE: How to use the STATISTICA software HELP files to find many
additional EXAMPLES - CASE STUDIES.

On the STATISTICA software — HELP you will also find 7
additional EXAMPLES - TUTORIALS using “Time Series
Analysis”; these 7 tutorials are titled:

Time Series Tutorials - case studies:

Example 2: Single Series ARIMA

Example 3: Interrupted ARIMA

Example 4: Seasonal and Non-seasonal Exponential Smoothing

Example 5: Seasonal Decomposition (Census Method I)

Example 6: X-11 Seasonal Decomposition (Census Method II)

Example 7: Distributed Lags Analysis

Example &8: Spectrum (Fourier) Analysis

These Tutorials / Examples / Case Studies are presented using the TIME SERIES
MODULE in STATISTICA, using the Interactive Time Series Module. Any of
these can be made into “nodes” for the Data Miner Workspace of STATISTICA,
and run in a “Competitive Algorithm Comparison” like has been demonstrated in
many of the previous tutorials of the Handbook, which would involve the user
making a “customized node” in many cases. [How to make “Customized Nodes” for
the Data Miner Workspace is explained in the HELP files, also — go to the DATA
MINER section of the Table of Contents of the HELP to find specific discussions.].



The following is taken from the STATISTICA software HELP, that is
automatically loaded on the computer when the software is installed; if
you want to follow this in the STATISTICA — HELP, please install the
DVD - STATISTICA Data Miner that is bound with the book:
HANDBOOK OF STATISTICAL ANALYSIS & DATA MINING
APPLICATIONS.

Below, on this Companion Web page for the “HANDBOOK?”
Tutorial / Example 1 is presented.

Example 1: Transformation of Variables: Wall Street — Stock
Market Predictions using Times Series Analyses

Guest Author: Thomas Hill, Ph.D., and edited by ‘Handbook’ co-author Gary
Miner, Ph.D.

General Conventions and Options. In these examples, the general conventions used in
the Time Series module to maintain the active work area (which functions as a queue of
successive transformations of the input series; refer to Active Work Area) will be
reviewed. Thus, transformations or the results of other analyses can be undone, saved,
etc.

Transformations and the Active Work Area. The data file Stocks.sta contains the
closing prices for two stocks over a 200-day period. Each trading week consists of
exactly five trading days, and closing quotes for holidays (when the stock market was
closed) were estimated. In this example, the two time series will be read into memory,
some smoothing operations will be performed, several useful time series graphs will be
produced, and an autocorrelation analysis of the stock prices will be performed. Open the
Stocks.sta data file via the File - Open Examples menu; it is in the Datasets folder. The
first few cases in the data file are shown below.




B Data: Stocks.sta [3v by 200c) M=l E3

Closing quotes for two stocks: S

1 2 3

STOCKT | STOCKZ | DATE
2191 B9.76  S5.EZ5| 211911
25491 72 A5 5 25491
216/91 70 55 2/6/91
2791 B9 54575 21791
2/8/91 705 55125 218/
211521 B3.5 545 21151
21281 70.25 A4.5 21281
21381 B3 54.375 21381
214591 700 54625 21441
21541 B7.75 Ad.5 21541
21881 F9.75 45 21881
21941 B3 S4.625 2191
22041 B9.75 54825 212081
221591 B7 .5 475 22141
22281 BB.75  H4.825 20281
226541 G725 A4.B25 215881
22691 B9.75 A4.75 212641
2271 B7.75 A5 207 31
212891 B35 55125 EQEUEiF
1] A

Note that this file contains dates in two places, in the variable Date (variable 3) and as
case names (in the first column of the spreadsheet). The dates were included in those two
places to show how they can be used in plots and spreadsheets.

Specifying the Analysis. To start the analysis, select Time Series/Forecasting from the
Statistics - Advanced Linear/Nonlinear Models menu to display the Time Series Analysis
Startup Panel. Then, click the Variables button to display the standard variable selection
dialog. Here, select variables Stockl and Stock2 and then click the OK button. The
opening dialog of the File module will now look like this.




ﬂ Time Senes Analysis: Stocks_sta

@ Wariables |'I-2 0F. [transformations, autacorelations, crozzcorelations, plotz)] |

Lock | W ariable | Long variable [zeriez] name | Eemeel
STOCKY  Cloging quotes for stock 1

L STOCK?Z  Cloging quaotes for stock 2 E O ptions vl
Thsts §| = |

Murnber of backups per vanable [seres]: |3 ﬁ Save vanables | Delete highlighted wariable |

Al zelected wanables (series) will be read into memory, and will be available for analysis. The analyses (e.g., tANsformations))
will be performed on the highlighted warable.

Transformed wariables (seres) will avtomatically be added ta the list. To edit 3 short or long wanable name, double-click on it.
To Lock warables (=0 that they will not be owvenrtten by subsequent transformations ) double-click on the Lock column.

Huick, I Mizzing data

ARIMA & autoconelation funchions | Seazonal decompozition [Cenzus 1] |
Irnterrupted time series analysiz | #1152k [Censuz 2] - manthly | - guarterly |
E xponential smoothing & farecasting | Diztributed lags analyziz |
Spectral [Founer] analyziz |

All variables (series) and their transformations that are currently available for analysis are
stored in the active work area and are listed in the scrollable edit fields at the top of the
dialog. When you select new variables, the active work area will first be cleared, and then
the selected variables will be read into the active work area (after all "holes" with missing
data have been "patched;" see below and Active Work Area).

Highlighted variable. All subsequent analyses will be performed on the highlighted
variable. For example, when you perform a transformation, then the currently highlighted
variable will be transformed, and a new (transformed) variable will be appended to the
active work area. To highlight a variable, simply click on it in any of the scrollable edit
fields. For this example, highlight the variable Stock1.

Naming conventions. When a new (e.g., transformed) variable is appended to the active
work area, it is assigned (1) the same short variable name as the original variable (that
was transformed), and (2) a new long variable name that consists of the old long variable
name (as much of it as will fit) and a brief description of the respective transformation
that was performed. In this manner, as you perform successive transformations or
analyses (e.g., successively difference a series), an automatic log of transformations will
be maintained in the long variable names.

Editing variable names. Double-click in the column labeled Variable or Long variable
(series) name to edit the short or long variable name for the series in the active work area.
Note that the short and long names will only be changed in the active work area, not in



the file (use the respective data spreadsheet operations to permanently change those
names; see Variable Specs).

Number of backups per variable (series). All dialogs that contain the scrollable edit
fields for highlighting a variable (series) for an analysis also contain a field for specifying
the desired Number of backups per variable (series). As described above, after a
transformation (or other analysis) is performed on a series, the resulting transformed
series (or residuals, forecasts, etc. in ARIMA) will be appended to the active work area,
and the values of the series prior to the transformation will be maintained as a backup.
The number of such backups that will be maintained in the active work area is controlled
by this parameter. Thus, for example, if this parameter is set to 3, and you have just
performed the fourth transformation of an original variable, then the series with the data
after the first transformation will be dropped from the active work area and replaced by
the new (fourth) transformed series. Thus, series created by successive transformations
will be appended to the active work area until there are as many backups as specified in
this parameter; at that point the respective "oldest" transformed series will be replaced by
the new one. Up to 99 backups can be kept of a single original variable. For this example,
accept the default value of 3 backups.

Locking variables (series). The first column of the scrollable edit fields carries the
header Lock. When you double-click in that column for a transformed variable, that
variable will be locked in the active work area (or unlocked, if it was previously locked).
An L will appear in that column to indicate that the variable is now locked. Locked
variables will not be replaced as successive transformations exceed the current maximum
number of backups (as described in the paragraph above). Note that original
(untransformed) variables are always locked, and they cannot be unlocked.

Deleting variables (series) from the current work area. To delete a transformed
variable from the active work area, use the Delete highlighted variable button. Original
(untransformed) variables cannot be deleted.

Saving variables (series) in the current work area. Use the Save variables button to
save the variables (series) in the active work area. You can save all variables or only
selected variables.

Missing Data. Practically all time series analyses require that all data are observed, and
that there are no "holes" with missing data in the time series. As long as the missing data
are at the end of the series (trailing missing data) or the beginning of the series (leading
missing data), the missing data will simply be ignored. Missing data embedded in the
series have to be replaced in some way. The Time Series module offers a range of
different methods for dealing with missing data in this case, which are described in the
Time Series Analysis Startup Panel - Missing Data tab topic. For this example, select the
missing data Interpolation from adjacent points option button on the Missing Data tab.

Note that the chosen missing data replacement method will be used not only when
reading selected variables from the data file into the active work area, but it will also be



used when time series transformations result in embedded missing data. For example,
suppose an input series contains a few 0's (zeros), and you request a log transformation.
Since the log of 0 is undefined, STATISTICA will replace those observations with missing
data; then, in a second pass through the series, those missing data will be replaced
according to the method chosen on the opening dialog.

Overall mean. In this method, all missing data will simply be replaced by the overall
mean of the series. Very often, when the series is not stationary (see Introductory
Overview), or when there are large systematic fluctuations in the values of the series, this
method may not be appropriate. On the other hand, the overall mean is often the best a
priori (unbiased) guess for the missing data.

Interpolation from adjacent points. In this method, the missing data are computed by
interpolation from the adjacent non-missing points. Graphically, this method amounts to
replacing missing data by connecting with a straight line the point just prior to the
missing data with the point just following the missing data. Thus, this method in a sense
assumes that there is some serial correlation in the data, that is, that each observation is to
some extent related to and therefore most similar to the previous observation.

Mean of N adjacent points. In this method the missing data are computed from the
mean of the N adjacent points on both sides of the "hole" of missing data. For example,
when N is left at its default value of 1, then missing data will be replaced by the average
of the value just prior to the missing data and the value immediately following the
missing data. In general, this method implies that the data in the region or window
specified by the N parameter are more similar to each other than points that are further
away.

Median of N adjacent points. This method is essentially the same as that described
above, except that missing data are replaced by the median of the N non-missing adjacent
points.

Predicted values from linear trend regression. In this method, STATISTICA will fit a
least-squares regression line to the time series. The missing data will then be replaced by
the values predicted by this regression line. This method implies that the most salient (or
strongest) feature of the series is its linear trend across time.

Reviewing the Time Series. Now proceed with the analysis and review the closing
quotes for the two series. Click the OK (transformations, autocorrelations,
crosscorrelations, plots) button to display the Transformations of Variables dialog.




E Transformations of Yariables: Stocks.sta EHHEE |

ﬁ/_} O [Transform zelected senes] |

Lu:u:k| " ariahble | Long wariable [zenez] name | Cancel

STOCKT |:||:|:5:ir'|| Juotes far ztock 1
L STOCKZ  Closing quotes for stock, 2 E Options

il

Murnber of backups per variable [zerez): |3_ E Save variables | [IElete |

x=f[x] |Smu:u:uthing| :-:=f[:-:,_l,l]| Shift I Difference, integratel Fu:uurierl Heview&plutl .-’-'-.utu::cu:urrsl Descriptivesl

{_} Ok [Tranzform zelected zenes] |

Tranzformation

¢ Add a constant [x=x+C] C= IU. " Mean sublract [x=x-M)] = Il:l,
" Power [#=C] C=[200 " Standardize [x=(s-M}/SD) 1= [0 5=[1.
¢ Inyerss power [x=x"1/C] C-[Z.00 I | Estitnate meat bostal des o date

€ Natural log (x=In(x) " Trend subbract [x=x-[a+b7])] 2= II]— b=|_—
" Expanent (x=exp(x]] O Autocor, [#=xla+bllaglll == II:I_ I:|=| _

I¥| Estimate a/ from data ag= I.-|

Several options for reviewing time series in the active work area are shown on Review &
plot tab. The Label data points with box contains options that will determine how the
horizontal (time) axis is scaled and labeled. Note that those options will affect all plots in
the Time Series module (there are numerous options for plotting time series available
with all procedures in the Time Series module). The example data file Stocks.sta contains
dates in variable Date and in the case names and either of these can be used to label the
horizontal axes in plots (select the appropriate option button).

Note that case names may also contain information other than dates; for example,
significant discrete events affecting the series (e.g., release of news affecting the stock
prices) could also be noted in the case names and be used as labels in plots. For this
example, label the horizontal axis in the plots with the dates in the variable Date. Select
the Dates from a variable option button, and select that variable from the subsequent
variable selection dialog and then click the OK button. Because in this example series,
each trading week consists of five days (Monday through Friday), select the Scale X axis
in plots manually check box and enter as the minimum (Min=) 1 (start with the first day),
and the step size (Step=) 5. Then, click the Review highlighted variable button to produce
the following spreadsheet.




B Data: Listing of variable: STO... [Hj[=] E3
Listing of variable: STOCK (=t
Closing quotes for stock 1
DATE Value
(Dates)
21191 | £9. 760001
25491 72.00000
216/91 70.00000
2791 B9.00000
2/8/91 70.50000
211521 B3.50000
21281 7025000
213481 B3.00000
214591 70.00000
21541 B7 75000
21881 B3.75000
21941 Ba.00000
22041 B3.75000
221591 B7 50000
22281 B3.75000
226541 B7 . 25000
22691 B3.75000
2271 B7 75000
212891 EB.EDDD_EII;|
1] AW

You can plot this series by clicking the Plot button next to the Review highlighted
variable button on the Review & plot tab.

=2 Plot of variable: 5TOCK1* [_ O]

PFlot of wariable: STOCK]
Cla=sing quotes for stock 1

73 73
T2 72
T 71
70 70

o 64 Fig

E fi fi

o BT A7

Dates (from wariable: DATE )

To plot both stocks simultaneously, click the Plot button next to the Review multiple
variables button, and then select the variables (series) to be displayed or plotted in the



Select variables for the Spreadsheet/plot dialog. In this example, select both variables and
then click the OK button.

m2 Plot of zselected vaniables [zeries)” =] E3

Plat of selected wanables (seres)

75 75
70 70
fi5 fi5
i
iﬁﬂ fill
T3] R e W Y O S B &4
\"ILL-\--_\.--\__ 'l
A0 S0

— STOCE1 - - STOCKZ

Plotting Two Series with Different Scales. As you can see, the closing quotes for
Stock2 are generally lower than those for Stockl. You can independently scale the
vertical axes for those two series to obtain the best vertical resolution possible for each
series. Click the Plot two var lists with different scales button and in the resulting Select
variables for the Spreadsheet/plot dialog select to plot Stockl against the left y-axis, and
Stock2 against the right y-axis.

mme Plot of selected variables [zeries]” M=l E3
Plat of selected wanables (seres)
T3 57
— o~
= 72 o
[¥) [¥)
)RR )
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E (0 fEA ': ..r'.I.-\' |'.'I biti] E
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= . y
% 65 ! {.\r = g
£ B4 =
Lir] o

i1

— STOCKI (L - - STOCK? (R

This plot allows you to compare the pattern or movement of the two series across time
more clearly.

Transforming Time Series. Now perform a few transformations. On the
Transformations of Variables dialog, highlight the first series (Stockl). The various tabs




on this dialog show all common transformations for time series data. Some of those
transformations require that you select a second variable, for example, for Residualizing a
time series via the x=f(X,y) tab. For this example, we will specify a simple (unweighted)
5-point moving average transformation for series Stockl using the Smoothing tab. Select
the N-pts. mov. averg. option button, and specify 5 as the window width in the N= box.

Then, click the OK (Transform selected series) button, and the moving average
transformation will be performed. When all cases have been transformed, then, by default
(i.e., if the Plot variable (series) after each transformation check box is selected on the
Review & plot tab), the transformed series will be plotted.

As you can see below, compared to the plot of the raw (untransformed) series (see
above), the transformed series is much less "jagged," and the general trend over the
trading days reflected by the data is much clearer.

2% Plot of variable: STOCK1= _ (O]

Plot of warable: STOCK]
Clasing quotes for stock 1; 5 pt.mow.awver.

7 7
70 70
69 B9

T 68 8

=

= 67 67
fif fi6
5 5

DOates (from warable: DATE )

Now return to the Transformations of Variables dialog.

The Updated Active Work Area. As described above, the transformed (smoothed)
series has been appended to the active work area.

10



ETransfulmatiuns of Yarnables: Stocks.sta ﬂ!

ﬁ/_} OF [Transform zelected senes] |

Lock | " ariahble | Long wariable [zenez] name | Cancel |
L STOCK  Cloging quates for shock, 1
L STOCKZ  Closing quotes for stock, 2 [®] Options |

STOC...  Closing quotes for stock 1: 5 pkmoy. aver.

Murnber of backups per variable [zerez): |3_ E Save variables | Delete |

w=f[x] I Smu:u:uthingl :-:=f[:-:,_l,l]| S hift I Difference, integratel Fourier - Review & plat |.-’-'-.ut|:u:|:|rrs| Descriptivesl

B Review highlighted varisble | pmy || LS e peina il

i~ Caze names

B Feview multiple variables | Flot | ( Case numbers

Plot b sear lists with different scales | % Dates from a variable

¥ Plat variable [series] after each transformation @ Eariahle:l DATE

[T Display/plot subset of cases orly

fram: |1 through: IEEIEI

¥ Scale® axis in plots manually [min, step]

Min= [T Step= [5

) Comsecutive integers

Following the naming conventions described earlier, the transformed variable has the
same short name (Stockl) and will have the same long name, except that a brief
description of the transformation (5 pt. mov. aver.) was added to the existing title. Note
that if the original title had been much longer, so that the description of the
transformation couldn't fit, then the original long variable name would have been deleted.

Further Processing of the Transformed Series. The transformed series in the work areca
has the same "status" as those series that were originally selected and read into the active
work area from the file. For example, they can be plotted, saved, or used as input into
further analyses. Now, compare the smoothed series with the original input series. On the
Review & plot tab, click the Plot button next to the Review multiple variables button. By
default, the original series and the smoothed series will be highlighted in the subsequent
Select variables for the Spreadsheet/plot dialog.
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Select variables for the Spreadsheet/plot |

Currently available vanables and transformations

STOCK1 = quotes for stock 1

quotes for stock 2 Cancel |

STOCKA1 quotes for stock 1; 5 pt._.mov.aver

Select the list of
wanables forthe
Spreadsheet/plot

Simply accept this default selection and click the OK button. Shown below is the joint
plot of the raw input series and the smoothed (transformed) series.

w2 Plot of zelected variables [senes]* Mi=] E3
Plat of selectad warables (seras)
T3 T3
T2 T2
T 1
70 70
G4 | [ G4
e i | | I 1 It I ] 63
= 68 i Al Ik )
ﬂ | | | | | i I |,I|Ih| I Lkl
67 i ||| I | &7
N | | 1

6 M

— STOCK1 - - STOCKT; tms.

Multiple Successive Transformations. Now, continue to transform the transformed
variable and observe how successive series are appended to the active work area.
Highlight the transformed series (the one at the bottom of the list) by clicking on it. For
now, turn off the automatic graphing option, that is, clear the Plot variable (series) after
each transformation check box. Then, click on the Smoothing tab and select the Simple
exponential smoothing option button with the default parameter alpha = .20. Now, click
the OK (Transform selected series) button and then select the 4253H Filter option button
(this is a powerful smoothing/filtering technique that applies several moving average and
moving median transformations in succession; refer to the Smoothing tab topic for
details) and again click the OK (Transform selected series) button.

There are now 3 transformed series that were appended to the active work area.
Assuming that you have not changed the Number of backups per variable (series)
parameter from the default value of 3, the active work area is now "full." The next
transformation of any of the variables derived from Stockl will replace the "oldest"
transformation for that variable. Thus, if you now transform variable Stock2, another (the
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first) backup of that variable will be added. Try this by applying the 4253H Filter to
Stock2. (Select the Stock2 variable, make sure the 4253H Filter option button is selected
and then click the OK (Transform selected series) button.) After the transformation is
complete, the active work area will look like this.

ETransfulmatiuns of Yarniables: Stocks.sta E!E

fi‘ DF. [Transform selected senies] |

Lu:u:k| " ariable | Long variable [zeriez] name :l Cancel |

STOCKT  Cloging quates for stock 1: 5 pt.mow.aver.
STOCKY 5 ptmov.aver.; expon.smooth,a=2 E Optians + |
STOCKY 5 pt.mov.aver.; expon.smoath,a=2; T4253H[=]

I:ZI-:us:ir'u quotes for stock 2: TA4253H[x]

1] |

Mumber of backups per variable [zeries): |3_ ﬁ Save variables | Delete |

u=fx]  Smoothing I :-c=f[:-c,_l,l]| Shift I Difference, integratel Fu:uurierl Rewview & plu:utl .-’-'-.utu::-:u:urrsl Descriptivesl

ﬁ:} Ok, [Tranzform selected zeries] |

Tranzfarmatiorn
" N-ptz mov. averg.  [= |5_ ™| Fiiar ™| weighted "rz;i Specify weights
' N-ptz mov. median  [= |2_ ™| Eiiar
" Simple exponertial almhias IT

% 4253H Filker

As you can see, all transformations of variable Stockl are still in place. However, now
highlight the original variable Stockl again (scroll the edit window until Stock1 is
visible), and apply to it, for example, a 5-pt. mov. median transformation. (Select the N-
pts mov. median option button on the and enter 5 in the corresponding N= box. Then
click the OK (Transform selected series) button.) Now the "oldest" or first transformation
that you performed on variable Stockl (the 5-point moving average transformation) will
be replaced by the 5-point moving median transformation of series Stock1.

13



ETransfulmatiuns of Yarnables: Stocks.sta ﬂ!

ﬁ/_} O [Transform zelected senes] |

Lu:u:k| " ariahble | Long variable [zeriez] name il Cancel |

STOCKY B pt.mov.aver.; expon. zmoath,a=.2
STOCKY 5 ptmov.aver.; espon.smooth,a=2; T4253H[x) [®] Options |
STOCKZ  Clozing quates for stock 2; T42583H(x]

Clozing quates for stock 1: 5 ptmoy.median

<] |

Murnber of backups per variable [zerez): |3_ E Save variables | Delete |

#=f{x]  Smoaothing I :-:=f[:-:,_l,l]| S hift I Difference, integratel Fu:uurierl Heview&plutl .-’-'-.utu::cu:urrsl Descriptivesl

{_} Ok [Tranzform zelected zenes] |

Tranzfarmation
£ N-pts mov. averg. N=|5 ™| Eiiar ™| weighted ‘E}i Specify weightz
% pl-ptz mav. median N=|5 [ Priar

" Simple exponertial alphas I-EU

' 4253H Filker

Perhaps an appropriate "mental model" of the way in which series are managed in the
active work area is that of a carousel: Successive transformations of a series are placed in
successive positions of the carousel. The number of places on the carousel is determined
by the Number of backups per variable (series) parameter . Once all places have been
taken, then the next transformation will replace the first transformation, as the carousel
starts the next go-around.

Locking. Suppose you would like to keep a transformation in the active work area; that
is, you would like to prevent it from being replaced by another transformation.

To accomplish this, the respective transformation should be Locked: Double-click on the
respective series in the Lock column, and an L will appear in the respective row of that
column. The respective series is now locked; that is, it will not be overwritten by
successive transformations of the same variable, or, put another way, it will stay in the
same place on the carousel.

For example, the next "oldest" transformation of Stock1 that will be replaced is the
Exponential smoothing transformation. Now, lock that series, then highlight the original
Stockl series again and apply to it a 3-pts. moving average transformation. (Select the N-
pts mov. averg. option button, enter a 3 in the corresponding N= box, and click the OK
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(Transform selected series) button.) As you can see, the locked transformation was not
overwritten.

ETransfulmatiuns of Yarniables: Stocks.sta E!E

fi‘ DF. [Transform selected senies] |

L STOCKY B pt.mov.aver. espon.smoath,a=.2

Clozing quates for stock 1; 5 ptmoy.median
Clozing quotes for stock 1; 3 pk.moy. aver.

1] |

Mumber of backups per variable [zeries): |3_ ﬁ Save variables | Delete |

u=fx]  Smoothing I :-c=f[:-c,_l,l]| Shift I Difference, integratel Fu:uurierl Rewview & plu:utl .-’-'-.utu::-:u:urrsl Descriptivesl

ﬁ:} Ok, [Tranzform selected zeries] |

Lu:u:k| " ariable | Long variable [zeriez] name :l Cancel |

STOCKZ  Clozing quates for stock 2; T4253H(x] E Oplionz - |
STOCK1

Tranzfarmatiorn
& N-ptz mov. averg. M= |3_ ™ Prior [ weighted "rz;i Specify weights
' N-ptz mov. median  [= IE_ ™| Eiiar
" Simple exponertial almhias IT

= 4253H Filker

Saving the Series in the Active Work Area. Now save the transformations in the active
work area. Suppose you would like to keep only the 4253H transformations of Stock2 for

further analysis. First, delete the series that you don't want to save from the active work

area by highlighting them and then clicking the Delete button.
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ETransfulmatiuns of Yarnables: Stocks.sta ﬂ!

ﬁ/_} O [Transform zelected senes] |

Lock | " ariahble | Long variable [zeriez] name Cancel |
L STOCKY  Cloging quotes for stock 1
L STOCKZ  Closing quotes for stock 2 [®] Options |

I:ZI-:us:ir'u quotes for stock 2: TA4253H[x]

4| | 2]
Murnber of backups per variable [zerez): |3_ E Save variables | Delete I

#=f{x]  Smoaothing I :-:=f[:-:,_l,l]| S hift I Difference, integratel Fu:uurierl Heview&plutl .-’-'-.utu::cu:urrsl Descriptivesl

{_} Ok [Tranzform zelected zenes] |

Transformation
¢ N-ptz mov. averg. M= |3_ [ Prior [T weighted ‘E}i Specify weightz
" p-ptz mov. median = IE_ I™ | Eriar
" Simple exponertial almphas IT

' 4253H Filker

Then, save the variables in the active work area by clicking the Save variables button.
You will be prompted for a file name under which STATISTICA will save all data
currently in the active work area.

Autocorrelation Analysis. Thus far, the interpretation of the transformations has not
been discussed. In general, the analysis of time series data requires a good deal of
experience not only with the available techniques, but also with the nature of the data.
For example, stock prices often follow what is called a random walk model. Simply
stated, each observation is equal to the previous observation plus some random
component. In a sense, the process behaves like "a drunken man whose position at time t
is his position at time t-1 plus a step in a random direction at time t" (Wei, 1990, page
71). If so, you may expect that the simple autocorrelation is highest for a lag of 1, next
highest for lag 2, etc., that is, that the autocorrelation function will show a slow decay.
Put another way, the "drunken man" will be closest to where he was immediately before,
a bit farther away from where he was before that, and so on. Technically, this process can
be expressed as an auto-regressive process, with the autoregressive parameter (® in
ARIMA terminology) approaching 1.0.
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Plotting the Autocorrelation Function. Now examine whether the closing quotes stored
in Stock2 follow this simple model. First, plot Stock2 (highlight Stock2 and click the Plot
button next to the Review highlighted variable button on the Review & plot tab).

&5 Plot of variable: STOCK2- M=

Plot of wariable: STOCK:
Clasing quotes for stock 2

57 57
i i
55 55

>

2 5q 54

-

o
&3 53
5% 5i

Oates (from wariable: DATE )

It appears that Stock2 shows a downward trend. Such trends will bias the autocorrelation
function; that is, if the stock is generally going down, then obviously, each quote will be
more similar to the adjacent quotes as compared to those that are farther away.

Therefore, you can detrend the series by clicking on the Xx=f(x) tab, selecting the Trend
subtract option button, and then clicking the OK (Transform selected series) button.
Now, if you plot the transformed variable again (by clicking the Plot button next to the
Review highlighted variable button on the Review & plot tab), you can see that the trend
was removed.

2 Plot of variable: STOCK.2= M=l

Plot of wariable: STOCK:
Cla=ing quotes for stock 2; x-55 61+.0164%

10 10
15 15
10 10
05 05

>

2 po 0.0

-

LT -0.5
1.0 1.0
15 -1.5

Oates (from wariable: DATE )
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Now click the Autocorrelations button on the Autocorrs tab to display a spreadsheet and
plot of the autocorrelation function.

&% Autocorrelation Function™ M=l E3
Autocomelation Function
STOCEZ : Clasing quotes for stock 2; «-55.61+.01647
(5tandard ermors are white-noise estimates)

Lag Corr. i.E. 0 p

1 +.9:1 NELE: B L 4 0. 000
i+ 855 L0Tan 8 W B e 0. 0an
T+ TEE N3 . EET 0. onn
4 +.71& LOEAT :% 551. 3 o.onn
5 +.625 LOE95 T b2d.? o.onn
B +.56& LOEd2 | 0.5 0. 0an
T +. 485 L0491 . 7447 0. onn
i +.4l6 BT :% THE.1 o.onn
1 +.271 COEES T §15. 1% o.onn
10 +.2E86% LESE 5] 5.1 0. 0an
11 +.&6¢ NT1T . 4552 0. onn
1& +.E3E LOBEE :? Gb6. & o.onn
1 +.15% LOEED T E L o.onn
14 +.14%5 LOETd B V6.8 0. 0an
15 +.115 LOETT g #4517 0. onn

] ]
-0 o0 10 ---- Conf. Limit
05 0.5

The correlation for lag 1 is large, and decays slowly thereafter; the plot of the partial
autocorrelation function also supports the random walk model. (Click the Partial
autocorrelations button to produce this plot.)

w2 Partial Autocorrelation Function™
Partial Autocomelation Function
STOCEZ : Clasing quotes for stock 2; «-55.61+.01647%
[5tandard ermors assume AR order of k-1

Lag Carr. 3i.E.

1 +.9:1 007 v ]

o+.037 07y S

R 07T R R

4 -.ngn 007 P

5 -.094 07y g

E -0l 0707 o

7T -0k 007 B

i -.00L 007 o

1 +.1i2 0707 =

10 -.00% 007 rofa

11 -.04F 007 LR

1i .09 0707 o

1z -.020 0707 v

1 +.011 007 Lo

15 +.0% NI Lo

i ---- Conf. Limit
o 05 0.0 0.4 1.0

Above and beyond the very strong autocorrelation at lag 1, none of the partial
autocorrelations are significant. Put into words, each observations is mostly similar to the
previous observation, plus some random shock -- which represents the random walk
model. You can "remove" the strong single autocorrelation by differencing the series. To
do this, click on the Difference, integrate tab, select the simple Differencing (x = x-
x(lag)) option button, and click the OK (Transform selected series) button. Then click the
Autocorrelations button on the Autocorrs tab to produce the plot for the differenced
series.
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me Autocorrelation Funchion® M=l E3
Putocomelation Function
STOCEZ : Clasing quotes for stock 2; <55 61+.01647; O
.'|j
(5tandard ermors are white-noise estimates)
Lag Carr. i EE— 0 p
1" -.091 NIt " 1.65 1352
i +.064 00 s i.B2 (EEAE
2 -.004 T 1f i.64 L4504
4 +.044 NIEE ak 3.14 EidE
5 -.0il L OE9E L 3.2 BEd3
F+.031 . 0EI% b 3.2 JTETE
T - 04 0B92 th 2,31 B0
§ -.104 NTENE f 6.4 L E147
3 -.111 NTTT ] 590 4467
1 -.0g5 NBET I 3.02 L5E9L
11 +.059 OBEE o 1.7% E5NE
1 -.n0% NT1T i 1.7% (6251
1: +.0%E NBEE ih 9.92 (E497
14 - 0ER OEED i L. 57 (4B
15 +.06% N gt 11.69 ThEl
] [
-0 oo 1o - Conf. Limit
045 0.4

As you can see, none of the autocorrelations is significant. Thus, your initial guess from
prior experience with the "behavior" of stock prices has been confirmed; Stock2 indeed
follows the random walk model, and, unfortunately, given a particular quote at a
particular time, there is no way to predict whether the stock will go up or down.

End of Example 1 [Handbook Tutorial No. 43] in the HANDBOOK OF STATISTICAL
ANALYSIS & DATA MINING APPLICATIONS Companion Web Page set of
tutorials.

Now, you the reader, can go to the STATISTICA — HELP files [open
STATISTICA on your computer, and go to HELP pull down menu and
release on “STATISTICA help”:

STATISTICA - Stocks.sta

File Server Edit Wiew Insert Format Skatistics Data Mining Graphs Tools Data  Enterprise  Window -r

DEeEd®l &0 & B <? | o cu | & addtoworkbook ~ AddtoReport + aAddtoms v @ EIICIENATY
1 Bt Sl Index

:Jnrial _v_j]lu_vj']] LU EEEHR é,ﬁ.-% | Glassary

Statistical Advisor

Quick Reference Guide
& Data: Stocks.sta (3v by 200c) W&, Electranic Statistics Textbook

Closing quotes for two stocks: STOCKT and STOCKZ. EH Animated Qverviews (video)
2 = Open Examples. ..
STOCK1 STOC‘Q‘ DATE TR R integration with STATISTICA
[ Bo750l 55625 1-Feb-91 :
72000 55500 5-Fet-01 MU W, stetsoft Home Page
70.000 55500 6-Feb-91 BN I Technical Suppart
69000 54876 7-Feb-91 N W Register...
70500 55125 B-Feb-91 R

2/11/91 BE.500  54.500 11-Feb-91 B ADLE EIRECTE
21281 7n a0l sa A0l 17-Fahoa I N N I D R
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Which will take you to:

E? STATISTICA Electronic Manual

< =,
Hide Back Frint  Optiong

Cantents l Index l §earchl Favor_ites]

able of Contents

Listing or TOC of all of |
the statistical “modules”

STATISTICA Electronic Manual ™7

=[] Getting Help w

E Electronic Manual
2] wways to Get Help While ou Wark
E Prirt & Help Topic
E Technical Support - Getting More Help
E STATISTICA, - Mew Features and Enhancements
+] @ Help henu
= ([ Statistics - Analyzing Data
(2] Statistical Scvisor
E Probahilty Calculator Owerview
E Elemerntary Concepts
= [ﬂ Analyzes
= ([ Statistics Menu
+-@® Basic Statistics
+ @ Multiple Regression
+ @ General AMOW AMIANOY A
+ @ Morparametrics
+- @ Distribution Fitting
= m Acvanced LinearMonlinear Models
+ @ General Linear Models [GLAM)
+ @ Generalized LinearMonlinear (GLI) Mode
+ @ General Regression Models (GRM)
+ @ General Partial Least Squares (PLS) Mod
+ @ MIPALE Slgorithm (PLEPCA)
+ @ Wariance Components
+ @ Survival
+] @ Monlinear Estimation
+ @ Fixed Monlinear Regression
+] @ Log Linear
= m Time Series
+- 8 Time: Series Anabvsis Overviews:

Scrolling down both the “left side panel”” and the “right side panel” in

Click here to review the MNew Features and Er
STATISTICA

The STATISTICA Electronic Manual proyles comprehensive reference
information on all procedures, facilities JAnd options of the STATISTICA
application. Click en any topic for mogé information. or navigate through
the Electronic Manual by using the Fable of Contents at left

Options for Customizing STATI
Spreadsheets
Waorkbooks

Reports

Graphs

Macro (SVB) Program

Glossarv
Enterprise Syster

Statistical Analyses accessible from the Statistics menu

. STATISTICA Base (Basic Statistical Analysis Methods)

Elementary Concepts AMNOWA

5 Basic
Statistics/Tables

i Monparametrics

# Multiple Regression @ Distribution Fitting

” L2 Advanced ” EE multivariate Exploratory

the above, takes us to the full set of 8 Time Series Examples [on the left
panel], and also the Data Mining module listing [on the right panel]:
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E? STATISTICA Electronic Manual

=] = EXARMPLES in the

@ = . STATISTICA -
Hide Back Print  Ophions HELP:

Lonterts ] Index ] §earch] Favol_ites] {

ime Series setof

= Qﬂ Analyses
=) Statistics Menu

Data Mining Analyses accessible from the Data Mining menu

-+ Basic Statistics

+ @ Multiple Regreszion

+ @ General ANCYAMANOY A

+ @ Monparametrics

+- @ Distribution Fitting

= EQ] Advanced LinearMonlinear Mol

+ @ izeneral Linear Maodels (GLM

+ Q Generalized LinearMonlinesy (GLI) Modk

+ % General Regression Modelg{GRM)

+ @ izeneral Partial Least Sou

- NIPALS &lgorithm (PLEP

+ Q “ariance Components

+ % Survival

+ @ Monlinear Estimation

+ Q Fixed honlinear Regresgion
ol ines

L[] Time Series

+- @ Time Series Angilfis Cverviews

+ Types of Time Jries Analyses

= E Ei Time Series Examples
E Example 1: Transformation of Wa
E Example 2: Single Series ARIMA
2] Example 3 Interrupted ARIMA,
E Example 4 Seasonal and Mon-se
E Example 5. Seazonal Decomposit
ﬂ Example & ¥-11 Seazonal Decan
ﬂ Example 7: Distributed Lags Anal
E Example 5 Spectrum (Fourier) L)

+] @ ime Series Motes

B Data Miner Recipes

Data Mining Workspaces
(cont.)

% STATISTICA Automated
Heural Networks

T General Slicer/Dicer
Explorer with Drill-Down

& Machine Learning
{Bayesian, Support Vectors,
Nearest Neighbor)

Interactive Drill

Down

.Q. General

Classification/Regression
Tree Models

o Build Your Own
Project

£ General CHAID Models

ﬁ General Classifier (Trees
and Clusters)

'%. Interactive Trees (C&RT.
CHAID)

EE Quick Linear Models

Project

‘R’; Boosted Tree Classifiers
and Regression

i Advanced
Comprehensive
Classifiers Project

r@%{ Random Forests for

Regression and Classification

’;5\ Build Your Own
Project

B Generalized Additive
Models

5 General Modeler and
Multivariate Explorer

MR
~% MARSplines {(Multivariate
Adaptive Regression Splines)

EE Quick Linear Models

Project

|r“|r:

B Advanced

Now, let’s look at just the beginning paragraph of each
of these remaining Time Series Examples [e.g.
Examples No 2 through No 8]:

Example No. 2 synopsis [go to the STATISTICA HELP on your
installed STATISTICA software to find the full example]:

Example 2: Single Series ARIMA

This example is based on Chapter 9 from the classic book on ARIMA by Box and

Jenkins (1976). The data are the monthly passenger totals (measured in thousands) in
international air travel, for twelve consecutive years: 1949-1960 (see Box and Jenkins,

1976, page 531, "Series G").
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The data are partially listed below; they are also included with STATISTICA in example
data file Series_G.sta. Open this data file via the File - Open Examples menu; it is in the
Datasets folder.

B Data: Series_G_sta® [1v by 144c) [H=] E3

bonthly passenger totals

(in 1000°s) 1949-1960;

Box & Jenkins, 1976;

series .

1
SERIES G

JAN 1949 | 1121
FEE 1945 118
PAAR 1949 132
APR 1949 129
P 1945 121
JUM 1545 135
JUL 1545 148
ALIG 1949 148
SEP 1945 136
QCT 1949 119
RO 1545 104
DEC 1945 118
A 1950 115
FEBE 1950 126
hAAR 1950 1fi|;|
NEN 4

The series shows a clear growing trend over the years but at the same time there is strong
seasonality present in the data (e.g., March figures are usually higher than February and

Please open STATISTICA software on your computer, and complete
this example in the HELP............. [The software is supplied on the
DVD bound with this ‘Handbook’ — see inside back cover of book].....

Example No. 3 synopsis [go to the STATISTICA HELP on your
installed STATISTICA software to find the full example]:

Example 3: Interrupted ARIMA
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This example is based on data presented in McDowall, McCleary, Meidinger, and Hay
(1980), who provide an excellent applications-oriented introduction to interrupted time
series analysis (see also the Introductory Overview for a discussion).

The data in the example file Director.sta will be used. This file contains the number of
monthly calls (in 100's) to Cincinnati Directory Assistance over the period from January,
1962, through December, 1976. In March 1974 (the 147'th month in the series),
Cincinnati Bell initiated a new 20 cent charge for calls to Directory Assistance. This
caused a marked drop-off in the number of requests for assistance, and the purpose of this
analysis is to fit a model to the series that takes this abrupt change into account. Open this
data file via the File - Open Examples menu. Shown below is a listing of the first few
cases in the data file Director.sta.

B Data: Director_sta [2v by___ [H[=]

Calls to directory a

1 2
MONTH |CALLS
1Jan-1962 1 330
2|Feb-1962 339
3| Mar-1962 351
4| Apr-1962 364
5|May-1962 363
B
Fi
g

Jun-1962 331
Jul-1562 331
Aug-1962 340
3| 5ep-159652 346
10| Oet-1962 34
11| Man-1962 3a7
12| Dec-1962 398
13|Jan-1563 381
14|Feb-1963 367
158|Mar-15963 353
16| Apr-1963 375
17| May- 19653 355

| 4] | |

Please open STATISTICA software on your computer, and complete
this example in the HELP............. [The software is supplied on the
DVD bound with this “‘Handbook’ — see inside back cover of book].....
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Example No. 4 synopsis [go to the STATISTICA HELP on your
installed STATISTICA software to find the full example]:

Example 4: Seasonal and Non-seasonal
Exponential Smoothing

Example 2 discusses the analysis of a data set from the classic book on ARIMA by Box
and Jenkins (1976). The data are monthly passenger totals (measured in thousands) in
international air travel, for twelve consecutive years: 1949-1960 (see Box and Jenkins,
1976, page 531, "Series G"). The Series_G.sta data file is partially listed below. Open
this data file via the File - Open Examples menu; it is in the Datasets folder.

B Data: Series_G_sta® (1v by 144c) [H[=] E3

Monthly passenger totals

{in 1000°s) 1949-1960;

Box & Jenkins, 1976;

series 5.

1
SERIES G

JAN 1949 | 1121
FEE 1949 118
rAAR 1949 132
APR 1949 129
RAAY 1949 121
JUIN 1945 135
JUL 1345 143
ALG 1949 148
SEP 1949 136
QCT 1949 119
PO 1945 104
DEC 19249 118
AN 1950 114
FEE 1350 126
rAR 1950 1i|;|
NE A

The ARIMA analysis required a good deal of preparatory work during the identification
stage. In fact, it usually requires a lot of experience and familiarity not only with ARIMA
but also with the nature of the data, in order to identify satisfactory models. Often, the
purpose of ARIMA is mostly to derive forecasts, and the interpretation of the nature of
the model (i.e., the number and types of parameters) is only of secondary interest. In
those cases, exponential smoothing provides a much easier alternative, one that usually
produces forecasts of equal or better quality (see the Introductory Overview for a
discussion of this point).
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In this example, exponential smoothing will be performed on the same series used in
Example 2 and the forecasts derived by the two methods will be compared.

Please open STATISTICA software on your computer, and complete
this example in the HELP............. [The software is supplied on the
DVD bound with this ‘Handbook’ — see inside back cover of book].....

Example No. 5 synopsis [go to the STATISTICA HELP on your
installed STATISTICA software to find the full example]:

Example 5: Seasonal Decomposition
(Census Method I)

This example is based on a series reporting the monthly US total retail sales from 1953 to
1964. The data set is reported in Shiskin, Young, and Musgrave (1967) to illustrate the
results of the X-11 (Census method II) seasonal adjustment procedure. In this example,
the older Census method I seasonal decomposition method will be used to analyze this
series; refer to the X-11 Seasonal Decomposition Example to see the results of the
Census method II decomposition of this series.

Data File. Shown below is a partial listing of the file Retail.sta that contains this series
(note that, as reported in Shiskin, Young, and Musgrave, 1967, these numbers are not
directly comparable to the official published retail sales figures). Open this data file via
the File - Open Examples menu; it is in the Datasets folder.
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B Data: Retail sta™ ___ [Ij[=]

LS. Total retail sale,
1953 to 1964
1 2
SALES  DATE
[ $12 903 Jan-1953
$12,198 Feb-1953
$13.711 Mar-1953
$14,115 Apr-1953
$14 520 May-1953
514 442 Jun-1953
$14 260 Jul-1953
314 045 Aug-19563
9| $13.952 Sep-1953
10| $14,819 Oct-1953
11| $13,828 Nov-1953
12| $16,314 Dec-1953
13| $12.213 Jan-1954
14| §11,348 Feb-1954
15| 13,576 Mar-1954
16| §14,025 Apr-1954
17| $14,116 May-1954
18| 14,533 Jun-1954

19 $14,259Ju|-1954_|j
IER [

Please open STATISTICA software on your computer, and complete
this example in the HELP............. [The software is supplied on the
DVD bound with this ‘Handbook’ — see inside back cover of book].....

o et I N T S

Example No. 6 synopsis [go to the STATISTICA HELP on your
installed STATISTICA software to find the full example]:

Example 6: X-11 Seasonal
Decomposition (Census Method I1)

This example is based on a series reporting the monthly US total retail sales from 1953 to
1964. The data set is reported in Shiskin, Young, and Musgrave (1967) to illustrate the
results of the X-11 (Census method II) seasonal adjustment procedure. Note that the same
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example series is used in the Seasonal Decomposition Example; there, the older Census
method I seasonal decomposition method was used to analyze this series.

Data File. Shown below is a partial listing of the file Retail.sta that contains this series
(note that, as reported in Shiskin, Young, and Musgrave, 1967, these numbers are not
directly comparable to the official published retail sales figures). Open this data file via
the File - Open Examples menu; it is in the Datasets folder.

B Data: Retail sta™ ___ [j[=]

.5, Total retail zale
1953 to 1964
1 2

SALES | DATE

[ 5123031 Jan-1953
$12 198 Feb-1953
$13 711 Mar-1953
$14,115 Apr-1953
$14,520 May-1953
$14 442 Jun-1953
$14 260 Jul-1953
$14 045 Ang-1953
9| %13 352 Sep-1953
10( $14219 Oct-1953
11| $13 528 Mow-1953
12| $16314 Dec-1953
13| $12213 Jan-1954
14| %11 545 Feb-1954
15| %13 576 Mar-1954
16| $14,025 Apr-1954
17| $14,116 May-1954
18] %14 533 Jun-1954

19 $14,259Ju|-1954_|j
JLI F i

Please open STATISTICA software on your computer, and complete
this example in the HELP............. [The software is supplied on the
DVD bound with this ‘Handbook’ — see inside back cover of book].....
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Example No. 7 synopsis [go to the STATISTICA HELP on your
installed STATISTICA software to find the full example]:

Example 7: Distributed Lags Analysis

Overview and Data File. This example is based on data published by the US Education
Department. The file Teachers.sta contains data describing;

1. The number of students enrolled in public schools (variable Children),
2. The number of public school teachers (Teachers), and
3. The average salary of public school teachers (Salary).

These data are presented for the period from 1900 through 1980, in ten-year intervals.
Open this data file via the File - Open Examples menu; it is in the Datasets folder.

H Data: Teachers.sta™ [3v by 9c] Mi=] E3
Mumber of public school teachers andﬂ‘
their salary as a function of enrollment

1 2 3
CHILDREN | TEACHERS | SALARY
1900 [ 1550311 ol 423062 $325
1910 17813852 523210 $485
15920 21578316 B79302 $37 1
1930 20678015 854263 #1420
1940 25433542 875477 F1.441
1950 25111427 213671 F3.010
1960 6086771 1355000 56,174
1970 453090585 2061115 570
1980 40934093 21835000 7 ,EEI_EI|;|
14 H

It is reasonable to assume that the number of teachers employed in the public schools will
be a function of the number of students that are in the schools. However, you may expect
some lag in the relationship. When, due to demographic changes, there are many
students, there will be more hiring of teachers; however, it will take some time to
"produce" those teachers. Greater demand for teachers should also drive up the salaries,
again, probably with some lag.

Please open STATISTICA software on your computer, and complete
this example in the HELP............. [The software is supplied on the
DVD bound with this “Handbook’ — see inside back cover of book].....
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Example No. 8 synopsis [go to the STATISTICA HELP on your
installed STATISTICA software to find the full example]:

Example 8: Spectrum (Fourier) Analysis

The Introductory Overview discusses two very simple examples (based on Shumway,
1988) to illustrate the nature of spectrum analysis and the interpretation of results. If you
are not familiar with this technique, it is recommended that you first review that section
of the Introductory Overview.

Overview and Data File. File Sunspot.sta contains part of the famous Wolfer sunspot
numbers for the years 1749 through 1924 (Anderson, 1971). Open this data file via the
File - Open Examples menu; it is in the Datasets folder. Shown below is a listing of the
first few cases in the example file.

B Data: Sunspot... [H[=]
Walfer's
sunspot data
1
SPOTS
1749 | 50al
1750 34
1751 477
1752 475
1753 307
1754 122
1755 95
1756 102
1757 324
1755 476
1755 540
1760 523
1761 g59
1762 612
1763 451
1764 364
1765 209
1766 1EIL|
IR AW

The number of sunspots are believed to affect the weather on earth, and thus human
activities such as agriculture, telecommunications, etc. In this analysis, you will try to
find out whether sunspot activity is cyclical in nature (which it is, this data set is widely
discussed in the literature; see, for example, Bloomfield, 1976, or Shumway, 1988).
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Please open STATISTICA software on your computer, and complete
this example in the HELP............. [The software is supplied on the
DVD bound with this “‘Handbook’ — see inside back cover of book].....
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	On the STATISTICA software – HELP you will also find 7 additional EXAMPLES – TUTORIALS using “Time Series Analysis”;  these 7 tutorials are titled:
	 Time Series Tutorials  - case studies: 
	These Tutorials / Examples / Case Studies are presented using the TIME SERIES MODULE in STATISTICA, using the Interactive Time Series Module.  Any of these can be made into “nodes” for the Data Miner Workspace of STATISTICA, and run in a “Competitive Algorithm Comparison” like has been demonstrated in many of the previous tutorials of the Handbook, which would involve the user making a “customized node” in many cases.  [How to make “Customized Nodes” for the Data Miner Workspace is explained in the HELP files, also – go to the DATA MINER section of the Table of Contents of the HELP to find specific discussions.].
	The following is taken from the STATISTICA software HELP, that is automatically loaded on the computer when the software is installed;  if you want to follow this in the STATISTICA – HELP,  please install the DVD – STATISTICA Data Miner that is bound with the book: HANDBOOK OF STATISTICAL ANALYSIS & DATA MINING APPLICATIONS.
	Below, on this Companion Web page for the “HANDBOOK” Tutorial / Example 1 is presented.
	 Example 2: Single Series ARIMA
	 Example 3: Interrupted ARIMA
	 Example 4: Seasonal and Non-seasonal Exponential Smoothing
	 Example 5: Seasonal Decomposition (Census Method I)
	 Example 6: X-11 Seasonal Decomposition (Census Method II)
	 Example 7: Distributed Lags Analysis
	 Example 8: Spectrum (Fourier) Analysis

