FIGURE LEGENDS
FIGURE 39.1 Locomotor activity rhythm of a mouse. This “doubleplotted actogram” shows the activity pattern of an adult mouse housed individually in a cage with a running wheel. When the mouse rotates the wheel by running within it, a computerized system detects and records the wheel revolutions. Wheel revolutions are then plotted versus time, for weeks of data. Each horizontal line represents 48 hours of data. Wheel revolutions appear as bars coming up fromthe baseline, with their height proportional to the number of revolutions. On the first line of the record, the first 48 hours of data are shown. In the second line of the record, the data shown are from hours 24-72 of data collection. Thus, each 24-hour period of data after the first 24 hr is shown both to the right of the previous day’s data and below it; this artificial reproduction of the data (double-plotting) helps to see the rhythmicity when the cycle length of rhythmicity differs from 24 hours. When housed in a 12 hours light, 12 hours darkness (12L:12D) lighting cycle, the mouse is active almost exclusively at night (shaded region). When the lighting cycle is disabled so the animal is in constant darkness (DD, starting on day 14), the animal continues to show rhythmicity but with a cycle length slightly less than 24 hours. This record reveals two defining principles of circadian rhythms: (1) circadian rhythmicity is intrinsic, rather than being generated in response to environmental variation, and (2) the circadian clock is normally synchronized to the 24-hour day length by light. It is easy to draw a “best-fit” line through the onset of activity each day (red line). Note the precision of the rhythmicity: the actual time of activity onset does not deviate far from this “best-fit” line, indicating the cycle length is measured with great accuracy. Spend a few minutes to think about how you would design a biological timekeeping system that can measure a day while having a variation between successive cycles that is less than 1% (15 minutes per 24 hours; the actual variation is often considerably less than this amount). Figure courtesy of Jason DeBruyne, Morehouse School of Medicine.

FIGURE 39.2 Diurnal and circadian rhythms in humans. The panels on the left show rhythms in several functions in human subjects maintained in a lighting cycle, with a period of sleep in the dark indicated by the shading. The panels on the right show the same endpoints studied in subjects maintained for 40 hours on a constant routine, with very low levels of illumination and with wakefulness maintained, while the subjects remain constantly in a semirecumbent posture and receive small meals at regular intervals throughout the study period. Persistence of the rhythms in constant conditions reveals they are true circadian rhythms. The apparent loss of the activity rhythm in constant conditions is due to the protocol-enforced inactivity of the subject. Adapted from Czeisler, Buxton, & Khalsa, 2005, with permission Copyright 2005, Elsevier.

FIGURE 39.3 The mammalian circadian timing system consists of a hierarchy of oscillators. Oscillatory neurons in the SCN interact with each other to produce a set of coherent outputs. These outputs, which include behavioral and physiological rhythms, synchronize cell-autonomous oscillations in other brain regions and in peripheral tissues. From Reppert & Weaver, 2002, with permission. Copyright 2002, Nature.

FIGURE 39.4 Cell-autonomous circadian rhythmicity in vitro. (A). Independently phased circadian rhythms in cultured SCN neurons. Spontaneous electrical activity of two SCN neurons in dispersed cell culture is shown in actogram-like format. Red bars represent one cell, while blue bars represent the other. The “activity” bars represent intervals when the neuronal firing rate for that cell is above its daily average. Where the active periods of the two cells overlap, they are shown in purple. Note that the two cells are cycling with independent period lengths. Gaps in the record represent days without recording. On two of these gaps, the culture was bathed with tetrodotoxin (TTX) for 2.5 days to block sodium-dependent action potentials. Note the molecular oscillations persist with unchanged period or phase despite TTX exposure. (Adapted from D.K. Welsh, Logothetis, Meister, & Reppert, 1995, with permission. Copyright 1995, Elsevier.) (B–E). Bioluminescence rhythms. Tissues and cells from mice with a rhythmically expressed luciferase reporter gene (encoding luciferase fused to PER2) were cultured in the presence of luciferin, and light emission was detected and plotted against time. Explants containing the SCN (B) or lung tissue (D) maintain rhythmicity in vitro. On the day labeled 14, culture media was changed, re-storing rhythmamplitude. Bioluminescence rhythms are also detectable, by imaging, from individual SCN neurons (C) and individual fibroblasts (E). Adapted from A.C. Liu et al., 2007, with permission. Copyright 2007, Elsevier.

FIGURE 39.5 Neuropeptide expression in the mouse suprachiasmatic nucleus. Immunofluorescence image showing neurons expressing arginine vasopressin (AVP, red) in the dorsomedial aspect of the SCN, and neuronal cell bodies expressing VIP (green) in the ventral SCN. Note the extensive distribution of VIP-positive axons within the SCN. Image courtesy of Nicola Smyllie and Mick Hastings, Laboratory of Molecular Biology, MRC, Cambridge, UK.

FIGURE B39.1 Circadian neurons in the brain of Drosophila melanogaster. Neurons expressing circadian proteins are shown in blue (Dorsal Neurons 1–3 [DN1, DN2, DN3], dorsal Lateral Neurons [LNd], and Lateral Posterior Neurons [LPN]). Neurons expressing circadian proteins and the circadian neuropeptide Pigment Dispersing Factor (PDF) are shown in red (small and large ventral Lateral Neurons [s-LNv and l-LNv]). The PDF-positive neural projections are drawn in black. The most important projections for the synchronization of the circadian network are the s-LNv projections directed toward the DN1 and DN2 groups. Indeed, PDF level oscillates in the termini of these projections (circled in red), presumably because PDF is rhythmically released. Adapted from C. Helfrich-Förster, 2005, with permission. Copyright 2005, Elsevier.

FIGURE 39.6 The molecular mechanism for circadian rhythms in mammals is a transcriptional feedback loop. Transcriptional activation leads to expression of Per and Cry genes. Posttranslational modifications, including phosphorylation (black lollipop) mediated in part by casein kinases (CKIδ, CKIε, CKII) and GSK-3β, affect the interactions of PER (P in blue circle) and CRY (C in gold diamond) proteins, promote their proteosomal degradation by F-box proteins (β-TrCP and FBXL3), and regulate nuclear entry of the inhibitory PER:CRY complex. The high-amplitude rhythm of PER production controls the timing of negative feedback. Collectively, these events lead to a delayed, negative feedback to shut off the transcriptional activation, resulting in a negative feedback loop (red arrows). The positive drive to the system comes from the transcription factors CLOCK (C in yellow oval) and BMAL1 (B in red oval), or NPAS2 (N in yellow oval) and BMAL1. The orphan nuclear receptors RORA (ROR) and REVERB-alpha (Rev) control the rhythmic expression of Bmal1, with peak levels occurring opposite to the peak in Per expression. The antiphase rhythmicity of this second feedback loop is not essential for rhythm generation, but BMAL1 itself is necessary.

FIGURE B39.2 Model of the molecular circadian clock in Drosophila. In the core transcriptional feedback loop (left side of the figure), CLOCK (CLK) and CYCLE (CYC) positively regulate period (per) and timeless (tim) transcription. PER is phosphorylated by DOUBLETIME (DBT), CASEIN KINASE II (CKII]) and NEMO (NMO), while TIM is phosphorylated by SHAGGY (SGG) and CKII. PER and TIM phosphorylation levels are negatively regulated by PROTEIN PHOSPHATASE 1 and 2A (PP1 and PP2A). Hyperphosphorylated PER is ubiquitinated by SLIMB and degraded by the proteasome. PER and TIM enter into the nucleus with DBT to inhibit the activity of CLK/CYC. In a secondary feedback loop shown in grey, VRILLE (VRI) and PAR DOMAIN PROTEIN 1ε (PDP1) regulate clk transcription

FIGURE 39.7 High-amplitude circadian rhythms of mPer gene expression in the mouse SCN. Left: Adjacent sections through the SCN from brains collected at the time of peak Per transcript levels during the subjective day (left column) or during the middle of the subjective night (right column) were processed for in situ hybridization to detect mPer1 and mPer2 mRNAs. “Subjective” refers to the fact that the animals were in constant darkness on the day of tissue collection, rather than in a lighting cycle. The SCN are indicated by an arrowhead in each panel. Adapted from Shearman, Zylka, Weaver, Kolakowski, & Reppert, 1997, with permission. Copyright 1997, Elsevier. Right: Per RNA (open circles and dashed lines) and PER protein (filled circles and solid lines) rhythms in mouse SCN. mPer1 (upper panel) and mPer2 (lower panel) RNA levels were assessed by in situ hybridization from samples collected on the first day in constant darkness. Protein levels were determined by counting nuclei within the SCN from sections processed for immunohistochemical detection of mPER1 and mPER2. The bar below the panel represents the lighting cycle the animals were exposed to on days prior to the day of tissue collection. Circadian Time 0–12 corresponds to subjective day, when the lights would have been on had the animals remained in a lighting cycle. (Data from Shearman et al., 1997 and Hastings, Field, Maywood, Weaver, & Reppert, 1999.)

FIGURE B39.3 Disorders of sleep timing in humans. The typical timing of sleep and wake is shown at the top of the figure. Below are double-plotted activity records of three individuals. Activity was recorded by a motion-sensitive wristwatch. Activity appears as vertical deflections in the records. Intervals where the watch was taken off are indicated by green bars. Red lines mark activity onset and offset. The top actogram illustrates an individual with advanced sleep phase syndrome; activity occurs between 0400 and 2000. The second pattern shows delayed sleep phase syndrome; activity occurs from 1300 to 0600. The lower actogram shows an individual that is free-running due to failure to entrain to environmental cues. Modified from Sleep, Medicine, vol 8, Barion, A., & Zee, P.C., “A clinical approach to circadian rhythm sleep disorders,” pp. 566–677, Copyright 2007, with permission from Elsevier.

FIGURE 39.8 Molecular redundancy in the maintenance of mouse circadian rhythms. Panels A–D show double-plotted actograms from (A) a wild-type mouse, (B) an NPAS2-deficient mouse, (C) a CLOCK deficient mouse, and (D) a double-mutant (CLOCK-deficient, NPAS2-deficient) mouse. The animals were initially housed in a light: dark cycle (LD), and then the lights were disabled and they entered constant darkness (DD). Note that the double-mutant mouse becomes arrhythmic in DD, while the mice of the other genotypes “free run” with a cycle length of less than 24 hours. The apparent rhythmicity when the double-mutant mouse is housed in LD is due to partial suppression of locomotor activity by light, a phenomenon called negative masking. Plotting conventions as in Fig. 1. Modified from DeBruyne, Weaver, & Reppert, 2007, with permission from Nature Neuroscience

FIGURE 39.9 Phase-dependent effects of light on circadian rhythmicity. (A–E) Schematic representation of the phase-dependent phase shifts that occur following exposure of free-running animals to brief pulses of light. Each panel represents an actogram of one animal housed in constant darkness and exposed to a single 1-hour light pulse (yellow box). The phase shift is the difference, on the day of the light pulse, between a line drawn through activity onsets before the light pulse (blue lines) with a line through activity onsets after the light pulse (red line). In some cases, the behavioral shift is not complete on the first cycle after the light exposure, and the shift seems to occur over several days. The intermediate activity onsets are called “transients” and are ignored when determining the phase after the shift. (F) Phase Response Curve. The phase shift induced by a brief light pulse is highly dependent on the time at which the light exposure occurred. Circadian Time (CT) 12 is defined as the time of activity onset in a nocturnal animal. Light exposure occurring during the biological daytime (CT0–12) does not cause a shift. Responses occur only during the animals’ biological nighttime. Early in the subjective night, light exposure delays the clock, so activity begins at a later time on subsequent cycles. Late in the subjective night, light exposure causes a phase advance, as detected by earlier activity onsets on the days after the light pulse. Phase-dependent phase shifts allow the circadian oscillator to be entrained to environmental cycles.

FIGURE 39.10 Retinal ganglion cells containing melanopsin innervate the SCN and other “nonvisual” targets. (A) Melanopsin-expressing retinal ganglion cells. Melanopsin-expressing retinal ganglion cells were detected in this whole-mount preparation of a postnatal day 5 mouse retina using a beta-galactosidase reporter gene inserted into the melanopsin locus. Tissue was processed for histochemical detection of beta-galactosidase activity, resulting in deposition of blue reaction product in cells and processes containing melanopsin. Note the sparse distribution of labeled retinal ganglion cells (individual blue dots); axons course toward the head of the optic nerve in the center of the field. Scale bar is 1mm. Images in panels A, C, D, E, and F provided by Samer Hattar, Johns Hopkins University. (B) Immunofluorescence image of a ganglion cell in the human retina stained for melanopsin. Melanopsin immunoreactivity appears green. Note the large dendritic field of the cell, the localization of melanopsin throughout the dendritic tree, and dendritic varicosities. These cells are ill-suited for spatial localization, but are ideally suited for luminance detection because the entire cell is photosensitive. Scale bar = 100 microns. Image provided by Ignacio Provencio, University of Virginia. (C) The SCN receives a strong, bilateral input from melanopsincontaining RGC’s. Central projections of melanopsin-expressing retinal ganglion cells were detected using a beta-galactosidase reporter gene inserted into the melanopsin locus as described in Panel A. Melanopsin-containing cell bodies are present only in the retina, so the blue staining seen in the brain represents axonal projections of these retinal neurons. The right eye of the animal had been removed over 2 weeks prior to staining. Labeled, retinal fibers in the optic tract (OT) have degenerated on the apparent left side of the image, leaving weak, granular labeling. The staining in the SCN remains strong on both sides, indicating the extensive, bilateral projections to the SCN. Melanopsin-containing processes also extend into the subparaventricular zone (SPZ). Scale bar = 100 microns. (D) Central projections of melanopsin-containing retinal ganglion cells, revealed by beta-galactosidase staining. The olivary pretectal nucleus (OPN) and intergeniculate leaflet (IGL) receive a crossed input from melanopsin-expressing retinal ganglion cells. (E) Melanopsin is localized within a subset of retinal projections. The anatomical level is comparable to Panel D. Projections of the entire population of retinal ganglion cells were revealed by intraocular injection of cholera toxin B subunit three days prior to tissue collection, allowing anterograde labeling of the fibers of all retinal ganglion, followed by detection of the toxin which appears green. Note the intense labeling in the dorsal lateral geniculate nucleus (LGd). Melanopsin expression in retinal terminals was detected by red immunofluorescence; in this merged image, the overlap of red and green channels in the melanopsin-containing retinal ganglion cells yields yellow labeling in the IGL and OPN. Scale bar (for panels D and E) = 500 microns. (F) Schematic illustration of the axonal projections of the M1 class of melanopsin-expressing retinal ganglion cell as revealed by betagalactosidase staining. Principle targets (SCN, OPN, IGL, and lateral habenula [LHb]) are indicated by dark red shading. Less extensively innervated structures indicated by light red shading are the SPZ, superior colliculus, peri-supraoptic nucleus, and ventral subdivision of the lateral geniculate nucleus. Minor targets (not shown) include the preoptic area, bed nucleus of the stria terminalis, medial amygdaloid nucleus, anterior hypothalamic area, lateral hypothalamus, LGd, and periaqueductal gray. (See Hattar et al., 2006.)

FIGURE 39.11 Rods, cones, and intrinsically photosensitive retinal ganglion cells expressing melanopsin mediate circadian entrainment. (A) is a double-plotted actogram of a control mouse showing normal entrainment to the light: dark cycle. (B) shows a double-plotted actogram from a triplemutant mouse, lacking rod and cone phototransduction mechanisms and also lacking melanopsin. Triple-mutant animals free-run as though there is no lighting cycle. Triple-mutant animals also lack pupillary constriction responses and acute inhibition of locomotor activity by light (Hattar et al., 2003). The disruption of rod and cone signaling is accomplished by breeding to generate animals homozygous for disruption of the alpha subunit of rod transducin and the cone cyclic nucleotide gated channel A3 subunit. Actograms provided by Samer Hattar, Johns Hopkins University.

FIGURE 39.12 Distribution of vasoactive intestinal peptide (VIP) immunoreactivity in the rat brain reveals the major output pathways from the SCN. Staining reveals VIP-immunoreactive cell bodies in the SCN and their projections. The major projection of the SCN is to a cell column dorsal and caudal of the SCN, including the subparaventricular zone (SPZ) and the dorsomedial nucleus of the hypothalamus (DMH). (Reprinted from Lu et al., 2001, with permission from the Society for Neuroscience.)

FIGURE 39.13 Schematic of the rodent circadian system, with emphasis on the divergence of output pathways. Rhythmically regulated events are listed on the right, and the pathways leading to their circadian regulation are shown. Major inputs to the SCN are the melanopsin-containing ipRGC’s, neuropeptide Y (NPY)-containing neurons in the intergeniculate leaflet (IGL), and serotonergic afferents from the raphe that influence the RHT input. Inputs converge primarily in the core region, although many additional regions project into the SCN (not shown). The SCN core region projects extensively to the shell. The major output of the SCN arises from the shell and is directed caudally to the subparaventricular zone (SPZ). The dorsal subparaventricular zone (dSPZ) projects to the medial preoptic area (MPOA), and is important for circadian regulation of core body temperature. Axons from the ventral SPZ (vSPZ) and direct SCN projections converge in the dorsomedial hypothalamic nucleus (DMH). From the DMH arise distinct projections critical for the circadian regulation of the hypothalamic-pituitary-adrenal axis, sleep/wake and feeding; the next anatomical site along each of these pathways is indicated. The DMH is also critical for regulation of locomotor activity rhythms, but effector structures are not clear. Regulation of the adrenal rhythm and of pineal melatonin secretion occur through the medial parvicellular paraventricular nucleus (mPVH) and dorsal parvicellular PVH (dPVH), respectively. Where known, neurotransmitters are indicated. Abbreviations: LHA, lateral hypothalamic area; VLPO, ventrolateral preoptic area; ME, median eminence; NE, norepinephrine; PACAP, Pituitary adenylate cyclase activating peptide; TRH, thyrotropin releasing hormone.

FIGURE 39.14 (A) Schematic illustration of the neuroanatomical circuit regulating pineal melatonin secretion. Photic input detected in the retina is relayed to the suprachiasmatic nucleus (SCN), and then to the paraventricular nucleus of the hypothalamus (PVN). A subset of PVN neurons projects to the intermediolateral cell column (IML) of the spinal cord. Preganglionic sympathetic cell bodies at thoracic levels T1 and T2 project to the superior cervical ganglion (SCG), which innervates the pineal gland. Norepinephrine released from the terminals of SCG neurons is the primary input to the pineal responsible for stimulating melatonin production at night. Light entrains the SCN clock controlling melatonin, but light at night also acutely inhibits melatonin synthesis by disrupting the sympathetic input to the gland. Blood melatonin levels drop within minutes after exposure to light at night. (B) Biosynthesis of melatonin from serotonin (5-hydroxytryptamine, 5-HT). The rate-limiting and highly rhythmic step is the regulation of arylalkylamine N-acetyltransferase activity, which modestly depletes the pineal gland of 5-HT at night as it converts 5HT to N-acetyl-serotonin (NAS). Hydroxy-indole- O-methyltransferase (HIOMT) converts NAS to melatonin (N-acetyl,5-methoxytryptamine). There is no storage mechanism for melatonin; melatonin diffuses into the cerebrospinal fluid and bloodstream as it is produced, making blood melatonin levels a good reflection of the sympathetic input to the pineal gland.

FIGURE B39.6 (A) Monarch butterflies use a time-compensated sun compass to orient south during their fall migration. The butterfly circadian clock allows the butterflies to compensate for the movement of the sun. They are thereby able to maintain a constant bearing in the southerly direction over the course of the day. (B) Clock-shift experiment. When monarch butterflies are housed in a light-dark cycle that is advance by 6 hours, relative to ambient lighting, the butterflies perceive the 10:00 a.m. sun to be a 4:00 p.m. sun and shift their orientation counterclockwise to the southeast. (C) Removal of the time-compensation clocks, which reside in the antennae and not in brain, disrupts the migration south, and the butterflies are not able to successfully travel to their overwintering grounds. The arrows depict disrupted flight directions.

