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Figure 9.1 Information content of an event in terms of the probability of the event. 
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Figure 9.2 Entropy of a binary memoryless source in terms of symbol probability. 
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Figure 9.3 Classification of codes. 
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Figure 9.4 Source encoding. 
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Figure 9.5 Extension codes for Example 9.7: (a) n=1 and 5 codewords, (b) n=2 and 25 codewords, and 
 (c) n=3 and 125 codewords. 
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Figure 9.6 Huffman codes for Example 9.8. 
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Figure 9.7 Huffman coding using extension codes for Example 9.9. 
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Figure 9.8 Lempel-Ziv coding algorithm for Example 9.10. 
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Figure 9.9 Binary symmetric channel (BSC). 
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Figure 9.10 Entropy, conditional entropy, and mutual information. 
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Figure 9.11 Channel capacity of a BSC. 
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Figure 9.12 Bandwidth efficiency diagram. 


