CHAPTER

S7

Dynamical Processes for Descriptive
Ocean Circulation

This is the complete chapter concerning
dynamical processes; a truncated version
appears in the print text. Many additional figures
are included here, along with expanded descrip-
tions and derivations. Tables for Chapter 7
appear only on this Web site.

Water in the ocean at all time and space scales
is subject to the same small set of forces and
accelerations. What distinguishes one type of
motion from another, for instance a surface
wave from the Gulf Stream, is the relative
importance of the different accelerations and
forces within this small set. In this chapter we
introduce a basic dynamical framework for the
major circulation and water mass structures
described in ensuing chapters. We use as little
mathematics as possible, relying principally on
word descriptions of the physical processes.
Students are directed to dynamical oceanog-
raphy textbooks for complete coverage of these
topics, including scale analysis and derivations,
such as Gill (1982), Pedlosky (1987), Cushman-
Roisin (1994), Knauss (1997), Salmon (1998),
Vallis (2006), and Huang (2010).

We proceed from the basic equations of
motion (Sections 7.1 and 7.2) and density
evolution (Section 7.3) to mixing layers (Section
7.4); direct wind response including Ekman
layers (Section 7.5); geostrophic flow (Section

7.6); vorticity, potential vorticity, and Rossby
waves (Section 7.7); wind-driven circulation
models of the gyre circulations (Section 7.8);
equatorial and eastern boundary circulations
(Section 7.9); and finally thermohaline forcing,
abyssal circulation, and overturning circulation
(Section 7.10).

7.1. INTRODUCTION:
MECHANISMS

Ultimately, motion of water in the ocean is
driven by the sun, the moon, or tectonic
processes. The sun’s energy is transferred to
the ocean through buoyancy fluxes (heat fluxes
and water vapor fluxes) and through the winds.
Tides create internal waves that break, creating
turbulence and mixing. Earthquakes and
turbidity currents create random, irregular
waves including tsunamis. Geothermal
processes heat the water very gradually with
little effect on circulation.

Earth’s rotation profoundly affects almost all
phenomena described in this text. Rotating
fluids behave differently from non-rotating
fluids in ways that might be counterintuitive.
In a non-rotating fluid, a pressure difference
between two points in the fluid drives the fluid
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toward the low pressure. In a fluid dominated
by rotation, the flow can be geostrophic, perpen-
dicular to the pressure gradient force, circling
around centers of high or low pressure due to
the Coriolis effect.

Ocean circulation is often divided conceptu-
ally into two parts, the wind-driven and the ther-
mohaline (or buoyancy-dominated) components.
Wind blowing on the ocean initially causes
small capillary waves and then a spectrum of
waves and swell in the ocean (Chapter 8).
Impulsive changes in wind lead to short time-
scale inertial currents and Langmuir cells.
Steady or much more slowly changing wind
(in speed and direction) creates the ocean’s
near-surface frictional Ekman layer, which
involves the Coriolis effect. As the wind
momentum transfer persists, the geostrophic,
wind-driven circulation results.

Thermohaline circulation is associated with
heating and cooling (“thermo”), and evapora-
tion, precipitation, runoff, and sea ice forma-
tion — all of which change salinity (“haline”).
Thermohaline-dominated circulation is mostly
weak and slow compared with wind-driven
circulation. Thermohaline forcing ranges from
very local to very broad scale. An example of
local forcing is the deep overturn driven by cool-
ing and/or evaporation in which the horizontal
scale of convection is at most a few kilometers.
Broad-scale buoyancy forcing is associated
with vertical diffusion that acts on the large-scale
temperature and salinity structure. Vertical
diffusion is very weak in the interior of the
ocean, but is essential for maintaining the
ocean’s vertical stratification. In discussing ther-
mohaline effects, it is common to refer to the
meridional overturning circulation (MOC)
(Section 14.2.3). Overturning does not have to
be meridional to be of interest, and it is generally
useful to simply refer to overturning circulation.
The energy source for thermohaline circulation
importantly includes the wind and tides that
produce the turbulence essential for the diffu-
sive upwelling across isopycnals that closes the

thermohaline overturning. Both the wind-
driven and thermohaline circulations are almost
completely in geostrophic balance, with the
forcing that drives them occurring at higher
order.

7.2. MOMENTUM BALANCE

Fluid flow in three dimensions is governed by
three equations expressing how velocity (or
momentum) changes, one for each of the three
physical dimensions. Each of the three
momentum equations includes an acceleration
term (how velocity changes with time), an
advection term (see Section 5.1.3), and forcing
terms. These are the same Newton's Laws taught
in physics. Since a fluid is continuous, the mass
of a single object is replaced by the mass per
unit volume (density); forces are also expressed
per unit volume. In “word” equations:

Density x (Acceleration + Advection)

= Forces per unit volume (7.1)
Forces per unit volume
= Pressure gradient force + Gravity
+ Friction (7.2)

Expressions (7.1) and (7.2) are each three equa-
tions, one for each of the three directions (e.g.,
east, north, and up). The terms in Egs. (7.1)
and (7.2) are illustrated in Figure S7.1. For
ocean dynamics, these equations are usually
written in Cartesian coordinates (x, y, z), where
x and y are west—east and south—north, and z
is upward. Atmospheric dynamicists and some
ocean modelers use spherical coordinates
instead (longitude, latitude, and the local
vertical).

The inclusion of advection means that
Eq. (7.1) is the expression of momentum change
in a Eulerian framework, where the observer
sits at a fixed location relative to Earth.
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FIGURE S7.1 Forces and accelerations in a fluid: (a) acceleration, (b) advection, (c) pressure gradient force, (d) gravity,

and (e) acceleration associated with viscosity v.

Equation (7.1) can be written without the
advection term, in a Lagrangian framework,
where the observer drifts along with the fluid
flow. (See also Section S16.5 in the online
supplement.)

For a rotating geophysical flow, we, as
observers, sit within a rotating “frame of
reference” attached to the rotating Earth.
For this reference frame, the acceleration
term on the left-hand side of Eq. (7.1) is
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rewritten to separate local acceleration due
to an actual local force from the effects of
rotation. The effects that are separated out
are the centrifugal and Coriolis accelerations
(Section 7.2.3).

The “pressure gradient” force in Eq. (7.2)
arises from external forcing. The frictional force
in Eq. (7.1) leads to dissipation of energy due to
the fluid’s viscosity.

7.2.1. Acceleration and Advection

Acceleration is the change in velocity with
time. If the vector velocity is expressed in Carte-
sian coordinates as u = (u, v, w) where the bold
u indicates a vector quantity, and u, v, and w are
the positive eastward (x-direction), northward
(y-direction), and positive upward (z-direction)
velocities, then

x-direction acceleration = du/dt (7.3a)

with similar expressions for the y- and z-direc-
tions. In a rotating frame of reference, such as
on the surface of Earth, the acceleration term
includes two additional terms: centrifugal and
Coriolis acceleration (Section 7.2.3).

Advection is defined in Section 5.1.3. Advec-
tion is how the flow moves properties
(including scalars such as temperature or
salinity) and vectors (such as the velocity).
Advection can change the flow property if there
is a gradient in the property through which the
fluid moves. The advection term thus is
a product of the velocity and the difference in
the property from one location to another. There
are three advection terms in each momentum
equation, since the flow bringing in a different
property can come from any of the three direc-
tions. (The vertical advection term is sometimes
called convection.) In the x-momentum equa-
tion, the advection term is

x-direction advection

= udu/0x + viu/dy + wou/dz  (7.3b)

The substantial derivative is the sum of the
acceleration and advection terms:

Du/Dt =du/dt + udu/dx

+ vdu/dy + wdu/dz (7.4)

Eq. (7.4) represents the change in u at a fixed
point (Eulerian framework). In a Lagrangian
framework, following the particle of water,
only the time derivative appears; the three
advection terms do not appear since they are
contained in the movement of the particle.

7.2.2. Pressure Gradient Force and
Gravitational Force

Pressure is defined in Section 3.2. The flow of
fluid due to spatial variations in pressure (the
pressure gradient force) is also described. In math-
ematical form, the pressure gradient force is

x-direction pressure gradient force

(7.5)
= —dp/dx
The pressure gradient force has a negative sign
because the force goes from high pressure to
low pressure.

The gravitational force between Earth and
the object or fluid parcel is directed toward
the center of mass of Earth. Gravitational
force is mass of the object x gravitational
acceleration g, equal to 9.780318 m*/sec (at
the equator). The gravitational force per unit
volume is

z-direction gravitational force per unit volume

= —pg
(7.6)

7.2.3. Rotation: Centrifugal and
Coriolis Forces

Earth rotates at a rate of Q =2 7w/T where T is
the length of the (sidereal) day, which has 86,164
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seconds; hence Q = 0.729 x 10~* sec1.! We look
at motions and write our theories sitting in
a “rotating reference frame,” that is, attached to
the rotating Earth. However, the reference frame
that is correct for Newton’s Laws (Eq. 7.1) is an
“inertial reference frame,” which is not rotating.
To look at motions from within our rotating
reference frame, we must add two terms due to
the Earth’s rotation. The first is the “Coriolis
force” and the second is the “centrifugal force”
(Figure S7.2). A derivation of these two
pseudo-forces is given at the end of this section.

7.2.3.1. Centrifugal and Centripetal Force

Centrifugal force is the apparent outward force
onamass whenitisrotated. Think of a ball on the
end of a string that is being twirled around, or
the outward motion you feel when turning
a curve in a car. In an inertial frame, there is no
outward acceleration since the system is not
rotating. The ball or your body just moves in
the straight line that they were following origi-
nally. But in the rotating reference frame of the
string or the car, they appear to be accelerated
away. Since Earth rotates around a fixed axis,
the direction of centrifugal force is always
outward away from the axis. Thus it is opposite
to the direction of gravity at the equator; at
Earth’s poles it is zero. (Centripetal force is the
necessary inward force that keeps the mass
from moving in a straight line; it is the same
size as centrifugal force, with the opposite sign.
Centripetal force is real; centrifugal force is just
an apparent force. For the rotating Earth, centrip-
etal force is supplied by the gravitational force
towards Earth’s center.)

If Earth was a perfect, rigid sphere, the ocean
would be 20 km deeper at the equator than at
the poles. But this is not observed, because the
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FIGURE §7.2 (a) Centrifugal and centripetal forces and
(b) Coriolis force.

solid Earth is deformed by centrifugal force.
That is, Earth is a spheroid rather than a sphere,
with the radius at the equator approximately
20 km greater than at the poles. Therefore the

1 The solar day, which is the time between consecutive highest points of the sun in the sky, is 24 hours, or 86,400 seconds. The
sidereal day is the rotation period relative to the fixed stars, which is the inertial reference frame. The sidereal day is slightly
shorter than the solar day, with 23 hours, 56 minutes, and 4.1 seconds. One pendulum day is one sidereal day/sine, where

a sidereal day is the time it takes for Earth to rotate 360 degrees and where ¢ = latitude. For ¢ =10°, 45°, 60°, 1 pendulum

day =5.7, 1.4, 1.2 sidereal days.
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centrifugal force at the equator is balanced
(canceled) by the extra gravitational force there
(this is referred to as “effective gravity”).

The mathematical expression for centrifugal
acceleration (force divided by density) is

centrifugal acceleration = QO%r (7.7)

where Q is the rotation rate of Earth, equal to
27t/T where T is the length of day, and r is
Earth’s radius. Because the centrifugal accelera-
tion is nearly constant in time and points
outward, away from Earth’s axis of rotation,
we usually combine it formally with the gravita-
tional force, which points toward Earth’s center.
We replace g in Eq. (7.6) with the effective
gravity g, which has a weak dependence on lati-
tude. Hereafter, we do not refer separately to the
centrifugal force. The surface perpendicular to
this combined force is called the geoid. If the
ocean were not moving relative to Earth, its
surface would align with the geoid.

7.2.3.2. Coriolis Force

The second term in a rotating frame of refer-
ence included in the acceleration equation (7.1)
is the Coriolis force. When a water parcel, air
parcel, bullet, hockey puck, or any other body
that has little friction moves, Earth spins out
from under it. By Newton’s Law, the body
moves in a straight line if there is no other force
acting on it. As observers attached to Earth, we
see the body appear to move relative to our loca-
tion. In the Northern Hemisphere, the Coriolis
force causes a moving body to appear to move
to the right of its direction of motion (Figure
S7.2b). In the Southern Hemisphere, it moves
to the left.

The Coriolis force is non-zero only if the body
is in motion, and is important only if the body
travels for a significant period of time. Coriolis
force is larger for larger velocities as well. For
the flight of a bullet there is no need to consider
the Coriolis force because the travel time is
extremely short. For missiles that fly long paths

at high speeds, Coriolis force causes significant
deflections. For winds in the atmosphere’s Jet
Stream, the timescale of motion is several days
to several weeks, so Earth’s rotation is very
important and the winds do not blow from
high to low pressure. The same holds true in
the ocean, where currents last for weeks or years
and are strongly influenced by the Coriolis
force.

For large-scale ocean currents, and to some
extent winds, the vertical velocity is much
weaker than the horizontal velocity. Certainly
the distance that a water parcel can move in
the vertical is much more limited than in the
horizontal, because of both the difference in
depth and width of the ocean, and because of
the ocean’s stratification. Therefore, Coriolis
effects act mostly on the horizontal velocities
and not on the vertical ones. As noted previ-
ously, the Coriolis force apparently sends
objects to the right in the Northern Hemisphere
and to the left in the Southern Hemisphere. At
the equator, the Coriolis effect acting on hori-
zontal velocities is zero. Its magnitude is largest
at the poles.

Mathematically, the Coriolis force is

x-momentum equation:

—2Qsinov=— fv (7.8a)
y-momentum equation:
—2Qsinpu=fu (7.8b)
Coriolis parameter:
f = 2Qsin @ (7.8¢0)

where “ =" denotes a definition, Q is the rotation
rate, ¢ is latitude, u is velocity in the x-direction,
v is velocity in the y-direction, and where the
signs are appropriate for including these terms
on the left-hand side of Eq. (7.1). The Coriolis
parameter, £, is a function of latitude and changes
sign at the equator, and it has units of sec . (The
non-dimensional parameter called the Rossby
number introduced in Section 1.2 is Ro=1/fT
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or Ro=U/fL, where U, L, and T are character-
istic velocity, length, and timescales for the flow.)

7.2.3.3. Derivation of Centrifugal and
Coriolis Terms

The Coriolis and centrifugal terms are
derived by transforming Newton’s law of
motion (Eq. 7.1) from its true inertial system,
relative to the fixed stars, to the rotating Earth-
centric system. This derivation is available in
advanced textbooks on classical mechanics,
and is included here for completeness. Equa-
tions are numbered separately to maintain
consistent numbering because they are not
included in the print text. We write the three-
dimensional vector version of Eq. (7.1) as

N
IV —

= F/p (S7.1)

“u_
S

where the subscript “s” means that the velocity
of the particle is measured in the inertial frame
of reference relative to the stars. Rewrite this
velocity as the sum of the particle’s velocity rela-
tive to Earth’s surface and the velocity of Earth’s
surface due to rotation:

(57.2)

where V', is the particle velocity relative to local
coordinates on Earth’s surface, Q is Earth’s
rotation vector, pointing northward along the
axis of rotation with magnitude equal to the
rotation rate, and T is the vector position of the
particle. Substituting this back into Eq. (57.1)
yields

IV Ve 9>
= —(Q
(), ()75 <™,

v\ a0 ., - (0T
= _ Q _
(8t>s+6txr+ x(at)s

(57.3)
Since Earth’s rotation is essentially constant
compared with the timescales of atmospheric
and oceanic circulation, and using Eq. (57.2),
we find that

N
— — —
Vs = Ve+Q X1

IVs\ (Ve
at ), \ ot

(57.4)

Since the derivative of any vector in the fixed
frame is related to the derivative in the rotating
frame as

0qy _ (99 |
a ), \at ),

we find finally that

U A
= 20
( ot ) ( at >e+ X Ve

+5 ><(5 x 1)

to}!

xq (§7.5)

(57.6)

The first term on the right-hand side is the accel-
eration relative to the rotating (Earth) frame
of reference, the second term is the Coriolis
term, and the third term is the centrifugal
acceleration.

7.2.4. Viscous Force or Dissipation

Fluids have viscous molecular processes that
smooth out variations in velocity and slow
down the overall flow. These molecular
processes are very weak, so fluids can often be
treated, theoretically, as “inviscid” rather than
viscous. However, it is observed that turbulent
fluids like the ocean and atmosphere actually
act as if the effective viscosity were much larger
than the molecular viscosity. Eddy viscosity is
introduced to account for this more efficient
mixing (Section 7.2.4.2).

7.2.4.1. Molecular Viscosity

We can think of molecular viscosity by consid-
ering two very different types of coexisting



8 S7. DYNAMICAL PROCESSES FOR DESCRIPTIVE OCEAN CIRCULATION

FIGURE S§7.3 Illustration of molecular processes that
create viscosity. The mean flow velocity is indicated in gray
(U). L' is the distance between molecules. U’ is the speed of
the molecules. Random molecule motions carry information
about large-scale flow to other regions, thus creating
(viscous) stresses. Viscous stress depends on the mean
molecular speed |U’'| and mean molecular free path |L'|.

motion: the flow field of the fluid, and, due to
their thermal energy, the random motion of mole-
cules within the flow field. The random molec-
ular motion carries (or advects) the larger scale
velocity from one location to another, and then
collisions with other molecules transfer their
momentum to each other; this smoothes out the
larger scale velocity structure (Figure 57.3).

The viscous stress within a Newtonian fluid
is proportional to the velocity shear. The propor-
tionality constant is the dynamic viscosity, which
has meter-kilogram-second (mks) units of
kg/m-sec. The dynamic viscosity is the product
of fluid density times a quantity called the kine-
matic viscosity, which has mks units of m?/sec.
For water, the kinematic viscosity is
1.8 x 107° m?/sec at 0°C and 1.0 x 107° m?/sec
at 20°C (Table S7.1).

Flow is accelerated or decelerated if there is
a variation in viscous stress from one location

to another. This is illustrated in Figure S7.1e,
where a viscous stress is produced by the
motion of a plate at the top of the fluid, with
a stationary plate at the bottom. The fluid
must stay with each plate, so the fluid velocity
at each boundary equals that plate velocity.

1. Atvery small times (leftmost panel), just after
the top plate starts to move, there is a large
variation in velocity in the fluid close to the
top plate, which means there is a large stress
there. The stress is associated with flux of
x-momentum down into the fluid from the
plate. Since there is much smaller stress
farther down in the fluid, there is a net
deposit of x-momentum in the fluid, which
accelerates it to the right.

2. Atalater time (center panel), this acceleration
has produced velocity throughout the fluid
and the change in viscous stress from top to
bottom is reduced.

3. At a very large time (rightmost panel), the
viscous stress is the same at all locations
and there is no longer any acceleration; at
this time the velocity varies linearly from
top to bottom. (This is known as “Couette
flow.”) There is a stress on the fluid as
a whole, which is balanced by the frictional
stress of the fluid back on the plates; there
is dissipation of energy throughout the
fluid even though there is no local
acceleration.

Formally, for a Newtonian fluid, which is
defined to be a fluid in which stress is propor-
tional to strain (velocity shear), and if viscosity

TABLE S7.1 Molecular and Eddy Viscosities and Diffusivities (m?/sec)
Eddy: horizontal Eddy: vertical
Molecular, at salinity = 35 (along-isopycnal) (diapycnal)
Viscosity 1.83 x 107* m?/sec at 0 °C 1.05 x 107 m?/sec at 20 °C 10? to 10* m?/sec 10™* m?/sec

Thermal diffusivity

Haline diffusivity 1.3 x 1072 m?/sec

1.37 x 1077 m?/sec at 0 °C 1.46 x 1077 m?/sec at 20 °C

10% to 10* m?/sec 107° m?/sec

10? to 10* m?/sec 107> m?/sec
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has no spatial dependence, viscous stress enters
the momentum equations as

x-momentum dissipation

= v(0%u/x® + 0*u/dy? + 0*u/dz?)  (7.9)
where v is the molecular (kinematic) viscosity.
(The dynamic viscosity is pv.) This expression
comes from the divergence of the viscous stress
in the x-direction. For the example shown in
Figure 57.1.e, this stress is vdu/dz, and there is
an acceleration of the fluid only if this stress
varies with z.

Molecular viscosity changes flow very
slowly. Its effectiveness can be gauged by
a non-dimensional parameter, the Reynolds
number, which is the ratio of the dissipation
timescale to the advective timescale: Re = UL/v.
When the Reynolds number is large, the flow
is nearly inviscid and most likely very turbulent;
this is the case for flows governed by molecular
viscosity. However, from matching observations
and theory we know that the ocean currents
dissipate energy much more quickly than we
can predict using molecular viscosity. How
this happens is described next.

7.2.4.2. Eddy Viscosity

Mixing at spatial scales larger than those
quickly affected by molecular viscosity is gener-
ally a result of turbulence in the fluid. Turbulent
motions stir the fluid, deforming and pulling it
into elongated, narrow filaments. A stirred fluid
mixes much faster than one that is calm and
subjected only to molecular motion. While stir-
ring is technically reversible, mixing is not. It
is easier to think about this for a property,
such as milk in a coffee cup, or salinity in the
ocean, than for velocity, but the same principles
apply to both. The filaments are deformed by
turbulence on a smaller spatial scale. Eventually
molecular viscosity takes over, when the spatial
scales become very small. We refer to the effect
of this turbulent stirring/mixing on the fluid as
eddy viscosity.

There is no obvious way to derive the size
of eddy viscosity from molecular properties.
Instead, it is determined empirically, either
directly from observations, or indirectly from
models that work relatively well and include
eddy viscosity. For large-scale ocean circula-
tion, the “turbulent” motions are mesoscale
eddies, vertical fine structure, and so on,
with spatial scales smaller than the larger
scales of interest. Like molecular viscosity,
eddy viscosity should be proportional to the
product of turbulent speed and path length.
Therefore, horizontal eddy viscosity is gener-
ally much larger than vertical eddy viscosity
(Table S7.1). More specifically, although we
often refer to “horizontal” and “vertical”
eddy viscosity, the relevant directions are
along isopycnals (adiabatic surfaces) and
across isopycnals (diapycnal mixing), since these
are the natural coordinates for uninhibited
quasi-lateral motion and the most inhibited
quasi-vertical motion (Redi, 1982; Gent &
McWilliams, 1990).

To mathematically include eddy viscosity, the
viscous terms in Egs. (7.1) and (7.9) are replaced
by the eddy viscosity terms:

x-momentum dissipation
= Ap(0*u/0x* + 0*u/dy*) + Ay (9*u/0z?)
(7.10a)

where Ap is the horizontal eddy viscosity and Ay
is the vertical eddy viscosity. (The use of the
symbol A is from the early German definition
of an “Austausch” or exchange coefficient to
represent eddy viscosity.) Ay and Ay have units
of kinematic viscosity, m*/sec in mks units.
(Although we often use these Cartesian coordi-
nates, the most relevant stirring/mixing direc-
tions are along isopycnals (adiabatic surfaces)
and across isopycnals (diapycnal mixing), so the
coordinate system used in Eq. 7.10a is better
modeled by rotating it to have the “vertical”
direction perpendicular to isopycnal surfaces,
and replace Ay and Ay with eddy viscosities
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that are along and perpendicular to those
surfaces.)

In many applications and observations, it is
useful to include spatial dependence in the
eddy viscosity coefficients because turbulence
is unevenly distributed. Equation (7.10a) is
then written in its original form, which includes
spatial variation of stress:

x-momentum dissipation
= 9/0x(Apdu/ix) 4 d/dy(Apdu/dy)
+0/dz(Ayou/dz) (7.10b)
Eddy viscosity coefficients (Table S7.1 and
Section 7.3), also called eddy momentum
diffusion coefficients, are inferred from obser-
vations of microstructure (very small scale
variations in velocity) and from eddy diffusiv-
ities acting on temperature and salinity that are
also derived from observations, given that both
are due to similar structures that mix the
ocean. (Formally, in fluid mechanics, the non-
dimensional ratio of viscous diffusivity to
thermal diffusivity is called the Prandt! number;
if we assume that eddy viscosity and eddy
diffusivity were equal, we are assuming
a turbulent Prandtl number of 1.) Numerical
models typically use higher eddy viscosities
than eddy diffusivities (e.g., Smith, Maltrud,
Bryan, & Hecht, 2000; Treguier, 2006).

7.2.5. Mathematical Expression of
Momentum Balance

The full momentum balance with spatially
varying eddy viscosity and rotation is

Du/Dt — fv = du/dt + u du/dx + v du/dy
+wdu/dz — fv
—(1/p)dp/dx + 0/Ox(Apdu/dx)
+ d/0y(Apdu/dy)
+0/0z(Avdu/dz)

(7.11a)

Dv/Dt+fu = dv/ot+u dv/dx + v dv/dz
+wov/dz + fu

—(1/p)dp/dy + 9/Ix(Apdv/dx)
+9/dy(Andv/dy)
+9/9z(Ayov/dz)

(7.11b)

Dw/Dt = dw/dt + u dw/dx + v dw/dy

+w dw/dz

—(1/p)dp/dz — g + 3/0x(Apdw/ix)
+d/9y(Anow/dy)
+9/9z(Ayow/dz)

(7.11¢0)

Here the standard notation “D/Dt” is the
substantial derivative defined in Eq. (7.4).

The full set of equations describing the phys-
ical state of the ocean must also include the mass
conservation equation (Section 5.1):

Dp/Dt + p(du/dx + dv/dy + 0w /dz) = 0
(7.11d)

If density changes are small, Eq. 7.11d is approx-
imated as

du/dx + dv/dy + dw/dz = 0 (7.11e)

which is known as the continuity equation.
The set is completed by the equations govern-
ing changes in temperature, salinity, and
density, which are presented in the following
section.

7.3. TEMPERATURE, SALINITY,
AND DENSITY EVOLUTION

Evolution equations for temperature and
salinity — the equation of state that relates
density to salinity, temperature, and pressure,
and thus an evolution equation for density —
complete the set of equations (7.11a—d) that
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describe fluid flow in the ocean. The boundary
and initial conditions required for solving the
systems of equations are beyond our scope.

7.3.1. Temperature, Salinity, and
Density Equations

Temperature is changed by heating, cooling,
and diffusion. Therefore the most basic equation
would be that for heat (or enthalpy), but most
dynamical treatments and models use an
explicit temperature equation. Salinity is
changed by addition or removal of freshwater,
which alters the dilution of the salts. Most
modeling uses an explicit salinity equation
rather than a freshwater equation. Density is
then computed from temperature and salinity
using the equation of state of seawater. The
“word” equations for temperature, salinity,
and density forcing include:

temperature change
+ temperature advection/convection
= heating/cooling term + diffusion
(7.12a)

salinity change
+ salinity advection/convection
= evaporation/precipitation/runoff
/brine rejection + diffusion
(7.12b)

equation of state (dependence of density
on salinity, temperature, and pressure)
(7.12¢)

density change + density advection/convection
= density sources + diffusion
(7.12d)

Written in full, these are

DT/Dt = 9T/dt + u dT/éx + v dT/dy
+w dT/dz
= Qu/pcp + 9/0x(kgdT/0x)
+ /3y (kuoT/dy) + 9/0z(kydT/0z)
(7.13a)

DS/Dt = dS/0t +u dS/dx + v dS/dy +w 3S/0dz
= Qs + 9/9x(kpdS/9x)
+ 0/0y(kp0dS/dy) + 3/9z(kydS/0z)
(7.13b)

p = p(S,T,p) (7.13c)

Dp/Dt = dp/dt+udp/dx + v dp/dy +w dp/dz
= (dp/0S)DS/Dt + (dp/dT)DT /Dt
+ (dp/dp)Dp/Dt
(7.13d)

where Qp is the heat source (positive for heat-
ing, negative for cooling, applied mainly near
the sea surface), c, is the specific heat of
seawater, and Qg is the salinity “source” (posi-
tive for evaporation and brine rejection, nega-
tive for precipitation and runoff, applied at
or near the sea surface). (See also Chapter 5 for
discussion of heat and salinity.) kg and ky are
the horizontal and vertical eddy diffusivities,
analogous to the horizontal and vertical eddy
viscosities in the momentum equations
(7.11a—d; Table S7.1. The full equation of state
appears in Eq. (7.13c), from which the evolution
of density in terms of temperature and salinity
change can be computed (Eq. 7.13d). The coeffi-
cients for the three terms in Eq. (7.13d) are the
haline contraction coefficient, the thermal
expansion coefficient, and the adiabatic
compressibility, which is proportional to the
inverse of sound speed (Chapter 3).
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7.3.2. Molecular and Eddy Diffusivity

The molecular diffusivity k for each
substance depends on the substance and the
fluid. The molecular diffusivity of salt in
seawater is much smaller than that for heat
(Table S7.1). This difference results in a process
called “double diffusion” (Section 7.4.3).

Eddy diffusivity is the equivalent of eddy
viscosity for properties like heat and salt. Eddy
diffusivity and eddy viscosity typically have
similar orders of magnitude (Table S7.1) since
the same turbulent processes create both. For
lack of observations and for simplicity, diapyc-
nal, quasi-vertical eddy diffusivity was once
considered to be globally uniform (e.g.,
Stommel & Arons, 1960a, b; Section 7.10.3). A
globally averaged vertical eddy diffusivity of
ky =1 x 107* m?/sec accounts for the observed
average vertical density structure (Section
7.10.2; Munk, 1966). However, the directly
observed vertical (or diapycnal) eddy diffusivity
in most of the ocean is a factor of 10 lower: K, ~
1 x 1072 m?/sec, based on direct measurements
of mixing rates using dye release and spread
(Ledwell, Watson, & Law, 1993, 1998), measure-
ments of very small scale vertical structure
(Osborn & Cox, 1972; Gregg, 1987), and large-
scale property distributions within the pycno-
cline (e.g., Olbers, Wenzel, & Willebrand, 1985).
This implies regions of much higher diffusivity
to reach the global average.

Measurements show huge enhancements of
diapycnal eddy diffusivity in bottom boundary
regions, especially where topography is rough
(Figure S7.4; Polzin, Toole, Ledwell, & Schmitt,
1997; Kunze et al., 2006), and on continental
shelves where tidal energy is focused (Lien &
Gregg, 2001). In these regions, the tides move
water back and forth over hundreds of meters
horizontally (Egbert & Ray, 2001). If the bottom
is rough, as it is over most mid-ocean ridge
systems (Figures 2.5 and 2.6), the internal tide
can break, causing enhanced turbulence and
diffusivity. Internal tides have been directly

observed and related to turbulence along the
Hawaiian Ridge (Rudnick et al.,, 2003). If the
interaction is strong, then the enhanced diffu-
sivity can reach high into the water column,
even reaching the pycnocline, as is seen over
the topographic ridges in Figure S7.4.

Diapycnal eddy diffusivity also depends on
latitude (Figure S7.4b). It is small at low lati-
tudes (order of 107°m?/sec), increasing to
a peak at 20—30° latitude, and then declining
somewhat toward higher latitudes (0.4 to
0.5 x 107*m?/sec). The relation of this diffu-
sivity distribution to the actual efficiency of mix-
ing, which also depends on the currents, has not
yet been mapped.

Within the water column, away from the top
and bottom boundaries, internal waves are
generally relatively quiescent, without much
breaking, but nonlinear interactions between
internal waves and encounters with mesoscale
eddies could also produce higher velocity
shears that result in a low level of breaking
and turbulence.

In the surface layer, eddy diffusivities and
eddy viscosities are also much greater than the
Munk value (e.g., Large, McWilliams, & Doney,
1994). In Section 7.5.3 on Ekman layers, we
describe eddy viscosities in the surface layer
on the order of 100 to 1000 x 10~ * m?/sec. Large
lateral variations in diapycnal diffusivity result
from the processes that create the turbulence,
such as strongly sheared currents (such as the
Gulf Stream) and wind-forced near-inertial
motions near the base of the mixed layer.

Horizontal eddy diffusivities ky are estimated
to be between 10° and 10* m?/sec, with large
spatial variability (e.g., Figure 14.17). kg is
much larger than ky. The larger size is related
to the larger horizontal length and velocity scales
than in the vertical; turbulent motions and mix-
ing are enhanced in the horizontal. Observa-
tional estimates of horizontal diffusivity have
been based on dye release (Ledwell et al.,
1998) and on dispersion of floats and surface
drifters (Section 14.5.1). Estimates of horizontal
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FIGURE S7.4 (a) Observed diapycnal diffusivity (m?/s%) along 32°S in the Indian Ocean, which is representative of other
ocean transects of diffusivity. (b) Average diapycnal diffusivity as a function of latitude range (color codes). Source: From
Kunze et al. (2006).

diffusivity are also made from choices required 7.4. MIXING LAYERS
to match observed and theoretical phenomena
such as boundary current widths. It is empha- Mixing occurs throughout the ocean. Mixing

sized that, unlike molecular diffusivities, eddy  of momentum is the frictional process while
diffusivities are not a property of the flow in  mixing of properties is the diffusion process.
general, but depend on which space and time-  While it is weak, it is essential for maintaining
scales are “resolved” and “unresolved.” the observed stratification and can regulate the
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strength of some parts of the circulation. In this
section we look at mixing in the surface layer
where there is direct atmospheric forcing; in
bottom layers where mixing can be caused by
interaction between ocean currents, tides, and
waves and the bottom topography; and within
the water column, away from top and bottom
boundaries.

7.4.1. Surface Mixed Layer

The surface layer (Section 4.2.2) is forced
directly by the atmosphere through surface
wind stress and buoyancy (heat and freshwater)
exchange. The surface “mixed layer” is seldom
completely mixed, so it is sometimes difficult
to define. We consider it to be the upper
boundary layer of the ocean, forced directly by
the atmosphere through: (1) surface stress of
the wind and (2) buoyancy (heat and fresh-
water) exchange through the surface. Wind
stress generates motion, which is strongest at
the surface and decreases with depth, that is,
with vertical shear in the velocity. These
motions include waves that add turbulent
energy to increase mixing, particularly if they
break. Wind-driven Langmuir circulations
(Section 7.5.2) can promote mixing, possibly
through the full depth of the mixed layer.

For a surface layer that is initially stably
stratified (Figure S7.5a), sufficiently large
wind stress will create turbulence that mixes
and creates a substantially uniform density or
mixed layer (Figure S7.5b). This typically
results in a discontinuity in properties at the
mixed layer base.

The upper layer can also be mixed by buoy-
ancy loss through the sea surface, increasing
the density of the top of the surface layer and
causing it to overturn (convect) to a greater depth
(Figure S7.5c—e). This type of mixed layer typi-
cally has no discontinuity in density at its base.
Heat or freshwater gain decreases the density of
the top of the surface layer, resulting in a more
stably stratified profile. If the wind then mixes

it, the final mixed layer is shallower than the
initial mixed layer (Figure S7.5f{—h).

Mixed layer observations typically show
much more vertical structure than might be
expected from these simple ideas. This is
because the mixed layer is subject to greatly
varying forcing, including diurnal heating that
restratifies the mixed layer, cooling that convec-
tively mixes the layer, wind-generated turbu-
lence that mechanically stirs the layer, and
small-scale instabilities of the many localized
fronts within the mixed layer that can change
its stratification (e.g., Boccaletti, Ferrari, & Fox-
Kemper, 2007).

The thickest mixed layers occur at the end of
winter (Figure 4.5), after an accumulation of
months of cooling that deepens the mixed layer
and increases its density. For large-scale oceano-
graphic studies, these end-of-winter mixed
layers set the properties that are subducted
into the ocean interior (Section 7.8.5). Maps of
late winter mixed layer depth and also
maximum mixed layer depth are shown in
Figure 4.5.

Several different parameterizations of surface
layer mixing due to winds and buoyancy fluxes
have been used. The first parameterization used
("K-T”) was developed by Kraus and Turner
(1967). The Price, Weller, Pinkel (1986, PWP)
model largely replaced the K-T model and is
still used widely. Large et al. (1994) proposed
the most commonly used modern approach,
called “K-Profile Parameterization” (KPP),
where “K” is shorthand for diffusivity . The
KPP model extends the response to surface
forcing to below the completely mixed layer,
since turbulence set up at the base of the well-
mixed layer penetrates downward; for instance,
through near-inertial motions (Sections 7.5.1
and 14.5.3).

7.4.2. Bottom Mixed Layers

Near the ocean bottom, turbulence, and hence
mixing, can be generated by currents or current



MIXING LAYERS 15

shear caused by the interaction with the bottom.
In shallow (e.g., coastal) waters, complete mixing
of the water column occurs if the depth (H) is
shallow enough and the tidal currents (U) are
fast enough (see reviews in Simpson, 1998 &
Brink, 2005). Complete mixing of the water
column occurs if the depth (H) is shallow enough
and the tidal currents (U) are fast enough. From
energy dissipation arguments, a useful critical
parameter based on depth and velocity is
H/U® When H/U® < a, where a is proportional
to the empirically determined mixing efficiency
and the buoyancy flux, there can be complete
mixing that destroys the stratification. Consider-
able observational efforts have been made and
are ongoing to quantify and understand the
turbulence that creates the mixing (Doron,
Bertuccioli, Katz & Osborn, 2001; Polzin, Toole,
Ledwell, & Schmitt, 1997, Kunze et al., 2006;
Lien & Gregg, 2001 and many others).

At longer timescales on the shelf, a bottom
Ekman layer can develop in which frictional
and Coriolis forces balance (Ekman, 1905 and
Section 7.5.3), with the bottom slope also
affecting the layer. The bottom slope on the
shelf, and its intersection with the water col-
umn’s density structure, is important for
bottom Ekman layers, which can have both
upslope and downslope flow. Eddy viscosity
also has important variations in space and
time, which affects the Ekman layer structure
(Lentz, 1995).

Enhanced turbulence in a bottom boundary
layer can be created by movement of water
across rough topography and by breaking of
internal waves that reflect off the topography
and result in higher eddy diffusivity values
(Figure S7.5). The higher turbulence creates
locally mixed bottom boundary layers that can
then be advected away from the bottom topog-
raphy, creating “steppy” vertical profiles near
the bottom some distance from the mixing site
(Figure S7.6a).

Bottom currents due to density differences
can also cause mixing. One example is

a turbidity current down an underlying bottom
slope. (See Section 2.6. Another example is the
overflow of dense water across a sill, as seen at
the Strait of Gibraltar (Chapter 9.) The dense
water flows down the continental slope as
a plume, mixing vigorously with the lighter
water around it (Figure S7.6b). This turbulent
process is called entrainment.

As it entrains, the outflow reaches an equilib-
rium density with the ambient water and
spreads thereafter along that isopycnal surface.
The entrainment rate and the final density of
the plume depend on the density of the strait
outflow and the density profile in the ambient
waters outside the strait.

Density differences due to the injection of
lighter water into the ocean also cause mixing
and entrainment. An example is hot hydro-
thermal water injected at mid-ocean ridges
and hotspots that entrain ambient waters as
the plumes rise. A man-made example is water
from a sewer outfall where the discharged fluid
is less dense than the seawater. In both cases,
mixing (entrainment) takes place as the plumes
rise due to their buoyancy.

7.4.3. Internal Mixing Layers

In the interior of the ocean (i.e., away from
boundaries), continuous profiling instruments
have shown that vertical profiles of water prop-
erties — temperature and salinity, and hence
density — are often not smooth (Figure S7.5i)
but “stepped” (Figure S7.5j). The vertical scale
of the steps can be decimeters to many meters.
Turbulence (Section 7.4.3.1) and/or double
diffusion (Section 7.4.3.2) mix the water column
internally and can create such steps.

7.4.3.1. Turbulent Mixing

Breaking internal waves can create internal
mixing (Section 8.4; Rudnick et al., 2003).
Vertical shear from other sources can also result
in turbulence. On the other hand, vertical strat-
ification stabilizes the mixing. One way to
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express this trade-off is through a non-dimen-
sional quantity called the Richardson number:

R; = N?/(du/dz)> (7.14)

where

N? = —g(dp/0z) /po (7.15)
N is the Brunt-Vaisdld frequency (Section
3.5.6) and the vertical shear of the horizontal
speed is (du/dz). If the Richardson number
is small, the stratification is weak and the
shear is large, so we expect mixing to be
vigorous. From theory and observations,
vigorous mixing starts when the Richardson
number falls below 1/4.

Air-Sea
Exchange
(buoyancy loss)

Marginal sea
dense water production

The initial steps of mixing between two hor-
izontally adjacent waters with strong tempera-
ture/salinity differences are visible at the
front between the waters. Stirring at the front
draws layers of the adjacent waters into each
other along isopycnals, resulting in interleaving
or fine structure, with layering of one to tens
of meters on both sides of the front. The inter-
leaving facilitates local vertical (diapycnal)
mixing between the two water masses, which
is the next step to actual mixing between
them. The actual mixing can take place through
turbulent processes or the double diffusive
processes described in the next subsection. In
both cases, much smaller scale vertical struc-
ture, on the order of centimeters (microstruc-
ture), is an indication of the actual mixing at
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the interfaces between the interleaving layers.
Such interleaving has been observed in the
western equatorial Pacific, in the Antarctic
Circumpolar Current (ACC), in the Kuroshio
and Gulf Stream, and so forth; that is, in every
region where there are strong water mass
fronts.

7.4.3.2. Double Diffusion

Heat diffuses about 100 times faster than salt
(Table S7.1). Double diffusion is due to these
differing molecular diffusivities, acting at scales
of centimeters to meters, and can also create
well-mixed internal layers. When warm, salty

FIGURE S7.7 Double diffusion: (a)
(a) salt fingering interface (cold,

water lies above cold, fresh water, and the inter-
face between the two is disturbed so that small
columns of warm, salty water are next to cold,
fresh ones, the fast heat exchange between
them will cool the saltier water and warm the
fresher water while the salinity will mix much
less. The saltier water becomes denser and tends
to sink into the lower layer and vice versa
(Figure S7.7a). The alternating columns are
called salt fingers. In the laboratory, salt fingers
can be produced easily and can grow to a few
millimeters across and up to 25 cm long. Lateral
diffusion occurs between the “fingers” and
produces a uniform layer. Then the process

©

fresh water warms and rises;
warm, salty water cools and sinks).
(b) Diffusive interface. (c) North
Atlantic ~ Mediterranean  eddy
salinity profile with steps due to
salt fingering (25° 23'N, 26°W). (d)
Arctic temperature profile with
diffusive layering. Source: From
Kelley et al. (2003).
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may start again at the two interfaces that are
now present, and eventually a number of indi-
vidually homogeneous layers develop with
sharply defined temperature and salinity inter-
faces (as in Figure S7.5j). In the ocean the layers
may be meters to tens of meters thick, separated
by thinner interface zones of sharp gradients of
temperature and salinity. External horizontal
velocities can disturb the growing fingers, so
prediction of salt finger growth under all
oceanic conditions is complex.

When cold, fresh water lies above warm, salty
water (Figure S7.7b), the lower layer, losing heat
through the interface but not much salt, will
become denser and water will tend to sink, again
within its own layer. This is called the diffusive
form of double diffusion. The original stratifica-
tion is strengthened by this double diffusive
process. An important difference from salt
fingering is that fluid does not cross the interface.

Salt fingering effects are observed in the ocean
where there are strong contrasts in salinity, for
instance, where salty Mediterranean Water
enters the Atlantic through the Strait of Gibraltar
(Figure S7.7c). The saline water intrudes at
mid-depth (about 1000—2000 m) into the cooler,
less saline Atlantic water (Section 4.3 and
Figure 4.10). Step structures in temperature/
depth and salinity/depth traces due to double
diffusion are clear in CTD profiles below the
Mediterranean water (Figures S7.7c and 59.33)..
Diffusive interfaces are observed in high latitude
regions where there is a fresh, cold layer at the
surface with an underlying saltier temperature
maximum layer (a dichothermal layer; Sections
4.2 and 4.3.2 and Figure 57.7d).

7.5. RESPONSE TO WIND FORCING

The wind blows over the sea surface exerting
stress and causing the water to move within the
top 50 m. Initially the wind excites small capillary
waves that propagate in the direction of the wind.
Continued wind-driven momentum exchange

excites a range of surface waves (Chapter 8). The
net effect of this input of atmospheric momentum
is a stress on the ocean (wind stress) (Section 5.8).
For timescales of about a day and longer, Earth’s
rotation becomes important and the Coriolis
effect enters in, as described in the following
subsections.

7.5.1. Inertial Currents

The ocean responds initially to a wind stress
impulse with transient motions known as “iner-
tial currents.” These are a balance of the Coriolis
force and the time derivatives of the initial hori-
zontal velocities caused by the wind stress. In
the Northern Hemisphere, Coriolis force acts
to the right of the velocity. So if the current is
initially to the north, then Coriolis will move it
to the east, and then to the south, and so forth.
Thus, the water particles trace out clockwise
circles (Figure S7.8a). In the Southern Hemi-
sphere, Coriolis force acts to the left and inertial
currents are counterclockwise.

(Mathematically, inertial currents are the
solution of

du/ot = —fv (7.16a)

ov/it = —fu (7.16b)

which is taken from Eq. 7.11a and b assuming
that advection, pressure gradient forces, and
dissipation are very small and can be neglected.)
Since the Coriolis force is involved, inertial
currents vary with latitude. They have shorter
time and length scales for higher latitudes. The
frequency of an inertial current (time for a full
circle) is the Coriolis parameter f, so the time it
takes for the circle (the period) is 27t/f. Since the
rotation is to the right of the initial stress (wind
impulse), the average flow over a full circle of
the inertial current is perpendicular to the wind
stress and to the right in the Northern Hemi-
sphere and left in the Southern Hemisphere.
Inertial currents are often observed in sur-
face drifter trajectories and surface velocity
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FIGURE S§7.8 (a) Schematics of inertial currents in the Northern and Southern Hemispheres. (b) Hodograph of inertial
currents at 45°N for a wind blowing in the y-direction; the numbers are in pendulum hours. Source: From Ekman (1905).
(c) Observations of near-inertial currents. Surface drifter tracks during and after a storm. Source: From d’Asaro et al. (1995).

moorings in the wake of a storm (Figure 57.8c).
Inertial periods are often very close to tidal
periods, so separating tidal and inertial effects
in time series is sometimes difficult.

After the wind starts to blow impulsively, the
current will initially oscillate around and then,
after several days, settle frictionally to a steady
flow at an angle to the wind (Figure S7.8b
from Ekman, 1905). This becomes the surface
Ekman velocity (Section 7.5.3).

7.5.2. Langmuir Circulation

“Langmuir circulation” is another transient
response to impulsive wind forcing, in which
helical vortices form near the sea surface.

Langmuir cells (LCs) were first discussed by
Langmuir (1938) who carried out a number of
experiments to identify their character. LCs
are visually evident as numerous long parallel
lines or streaks of flotsam (“windrows”) that
are mostly aligned with the wind, although
they can deviate by 20 degrees (Figure S7.9).
The streaks are formed by the convergence
caused by the vortices (Figure 57.10). Alternate
cells rotate in opposite directions so that conver-
gence and downwelling occurs at the surface (to
form streaks of flotsam) between pairs of adja-
cent cells, while divergence and upwelling
occurs between alternate pairs. (LCs only
become apparent to the eye when there is flotsam
on the surface to be brought together by the
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FIGURE S7.9 “Windrows” of foam, associated with the Langmuir circulation in Loch Ness. The surface wave field suggests
the wind direction, which is parallel to the narrow bands of foam. Source: From Thorpe (2004).

FIGURE S7.10 Langmuir circu-
lation, first described by Langmuir

—————— (Form of bottom part not well known)—

convergences.) The water in the cells progresses
downwind as well, so that its motion is helical.
LCs have typical depth and horizontal
spacing of 4—6 m and 10—50 m, but they can
range up to several hundred meters horizontal

= = — Thermocline ~

(1938). Source: From Smith (2001).

separation and up to two to three times the
mixed layer depth. The cells can be many
kilometers long. Multiple scales have been
observed simultaneously in strong wind condi-
tions (Assaf, Gerard, and Gordon, 1971). The
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downwelling zones are concentrated in jets
occupying one-third or less of the cell width
under the streaks while upwelling is more
widely distributed at smaller speeds. Velocities
within an LC are only a fraction of the wind
velocities that create them. Thus, the horizontal
flow speed at the surface in the streaks can add
10 cm/sec to the non-Langmuir currents else-
where in the surface layer. The vertical downw-
elling at the convergences is about one-third of
the surface water speed as driven by the wind.
Downwelling velocities are several centimeters
per second and up to 20 cm/sec.

Langmuir circulations only appear when
there are wind waves on the water surface, as
in Figure 57.9. Surface films that dampen small
waves tend to inhibit the formation of the cells.
LCs generally occur only for wind speeds
greater than 3 m/sec and appear within a few
tens of minutes of wind onset. The mechanism
for producing Langmuir circulation is beyond
the scope of this text. See Smith (2001) and
Thorpe (2004) for further discussions.

Langmuir circulations provide a mechanism
for converting wave energy to turbulent energy
and mixing and causing the upper layer to
deepen. Mixed layer observations suggest that
Langmuir downwelling can penetrate to at least
the middle of the mixed layer, therefore, it is
expected that the downwelling plumes can pene-
trate to the bottom of the actively mixing layer
(Weller et al., 1985; Smith, 2001). Langmuir cells
can generate internal waves in the stratified layer
below the mixed layer that contribute to moving
momentum from the mixed layer into the interior
(Polton, Smith, Mackinnon, & Tejada-Martinez,
2008). Thus LCs are one of several processes
that may contribute to surface mixing.

Note that Ekman’s theory of the wind drift
(Section 7.5.3) yields an upper layer motion
that is about 45 degrees to the right of the

wind, whereas LCs are more closely aligned
to the wind. This is because the timescales of
the two mechanisms are quite different. LCs
are generated within minutes of the wind
onset and die out soon after the strong wind
pulse, whereas the Ekman circulation takes
many hours to develop.

7.5.3. Ekman Layers

Wind stress is communicated to the ocean
surface layer through viscous (frictional)
processes that extend several tens of meters
into the ocean. For timescales longer than
a day, the response is strongly affected by Cori-
olis acceleration. This wind-driven frictional
layer is called the Ekman layer after Walfrid
Ekman (1905), who based his theory on ship
drift observations of the Fram in the Arctic.”

The classical surface Ekman layer is the
steady frictional response to a steady wind
stress on the ocean surface (Figure S7.11). The
physical processes in an Ekman layer include
only friction (eddy viscosity) and Coriolis accel-
eration. Velocity in the Ekman layer is strongest
at the sea surface and decays exponentially
downward, disappearing at a depth of about
50 m. It coexists with, but is not the same as,
the mixed layer depth or euphotic zone depth.

The two most unusual characteristics of an
Ekman layer (compared with a frictional flow
that is not rotating) are (1) the horizontal
velocity vector spirals with increasing depth
(Figure S7.11) and (2) the net transport inte-
grated through the Ekman layer is exactly to
the right of the wind in the Northern Hemi-
sphere (left in the Southern Hemisphere).

The surface water in an Ekman layer moves
at an angle to the wind because of Coriolis accel-
eration. If eddy viscosity is independent of
depth, the angle is 45 degrees to the right of

2 Collected as part of Fridtjof Nansen’s Fram expedition, the ship drift and wind measurements were given to Ekman to

explain as his Ph.D. thesis, which focused on the response of water movement in the upper ocean to the wind stress. Later
analysis of these data showed that the sea ice drifted 20 to 40 degrees to the right of the wind (Nansen, 1922).
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and rotating with increasing depth:
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FIGURE §7.11 Ekman layer velocities (Northern Hemi-
sphere). Water velocity as a function of depth (upper
projection) and Ekman spiral (lower projection). The large
open arrow shows the direction of the total Ekman trans-
port, which is perpendicular to the wind.

the wind in the Northern Hemisphere (and to
the left of the wind in the Southern Hemi-
sphere). If viscosity is not constant with depth,
for instance, if the turbulence that creates
the eddy viscosity changes with depth, then
the angle between the surface velocity and the
wind will differ from 45 degrees.

As the surface parcel moves, a frictional stress
develops between it and the next layer below.
This accelerates the layer below, which moves
off to the right (Northern Hemisphere) of the
surface parcel. This second layer applies stress
to the third layer, and so on. The total stress
decays with depth, at a rate that depends on
the eddy viscosity coefficient Ay. Since each
successively deeper layer is accelerated to the

right of the layer above it (Northern Hemisphere)
and has a weaker velocity than the layer above it,
the complete structure is a decaying “spiral.” If
the velocity arrows are projected onto a hori-
zontal plane, their tips form the Ekman spiral
(Figure S7.11). The whole spiral is referred to as
the “Ekman layer.”

The Ekman layer depth is the e-folding depth
of the decaying velocity:

D = (2A,/f)/? (7.17)

Using a constant eddy viscosity of 0.05 m*/sec
from within the observed range (Section 7.5.5),
the Ekman layer depths at latitudes 10, 45, and
80 degrees are 63, 31, and 26 m, respectively.
The vertically integrated horizontal velocity in
the Ekman layer is called the Ekman transport:

Ug = /uE(z) dz (7.18a)

Vg = /VE(Z) dz (7.18b)
where ug and vg are the eastward and north-
ward velocities in the Ekman layer, and Ug
and Vg are the associated Ekman transports.
(Ekman “transport” has units of depth times
velocity, hence m?/sec, rather than area times
velocity) Ekman transport in terms of the
wind stress is derived from Eq. (7.11):

Ug = 1) /(pf) (7.19a)

Vg = —t™/(pf) (7.19Db)

where 1™ and 1 are the wind stresses positive
in the east and north directions, assuming no
time acceleration, advection, or pressure
gradient force, and setting the eddy friction
stress at the sea surface equal to the wind stress.
The Ekman transport is exactly perpendicular
and to the right (left) of the wind in the
Northern (Southern) Hemisphere (large arrow
in Figure 7.5).
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For applications of Ekman layers to general
circulation (Sections 7.8 and 7.9), only the
Ekman transport matters. Thus, the actual
eddy viscosity and Ekman layer thickness are
unimportant.

Ekman layers also form in the ocean’s surface
layer below sea ice. When the ice is blown by the
wind, friction between the sea ice and water
drives the water. If the timescale is longer than
a day, the Coriolis effect is important, and an
Ekman layer develops.

Ekman layers also occur at the ocean bottom
(Section 7.4.2). Because of friction, the flow at the
bottom must be zero. When the timescale of the
deep flow is longer than a day, Coriolis acceler-
ation is important, and an Ekman layer
develops, also 50 to 100 m thick above the
bottom like the surface Ekman layer. If there is
a current (e.g., a geostrophic current), flowing
in the lower part of the water column over the
sea bottom, which we will assume for simplicity
to be flat, then there is a bottom frictional stress
on the water. The frictional stress at the bottom
acts in the opposite direction to the current.
The result of the stress is a frictional transport
to the right of the stress (Northern Hemisphere).
Therefore the frictional transport (bottom
Ekman layer transport) is to the left of the
current. The total current (interior plus Ekman)
must be zero at the bottom. The net result is an
Ekman current spiral in the bottom layer with
the total current rotating to the left as the bottom
is approached.

In shallow water, the top and bottom Ekman
layers can overlap, so that the right-turning
tendency in the top layer (Northern Hemi-
sphere) will overlap the left-turning tendency
in the bottom layer. The opposing right- and
left-turning effects will tend to cancel more
and more as the water depth decreases. If there
is a wind stress at the top surface that would
produce an Ekman layer of depth Dg in deep
water, then in water of depth h, the approxi-
mate angle o between the wind and the surface
flow is as listed in Table S7.2. That is, as water

TABLE S7.2  Angle of Surface Flow, a. to the Right of
the Wind Direction (Northern Hemi-
sphere), with Overlapping Surface and

Bottom Ekman Layers

h/Dg o Net flow direction in the water column
>1 45° At 90° to right of wind

0.5 45° About 60° to right of wind

0.25 22° About 25° to right of wind

0.1 3° About 6° to right of wind

depth decreases, the net flow is more in the
direction of the wind.

Tides or internal waves (Chapter 8) rubbing
against the bottom can also generate bottom
Ekman-like layers, but with time-dependent
spiraling currents in the frictional layer.

7.5.4. Ekman Transport Convergence

and Wind Stress Curl

When the wind stress varies with position so
that Ekman transport varies with position, there
can be a convergence or divergence of water
within the Ekman layer. Convergence results
in downwelling of water out of the Ekman layer.
Divergence results in upwelling into the Ekman
layer. This is the mechanism that connects the
frictional forcing by wind of the surface layer
to the interior, geostrophic ocean circulation
(Section 7.8).

Divergence and convergence occur if the
transport varies in the same direction as the
transport. In Figure 57.12, with varying zonal
(west to east) wind, the Ekman transport is to
the right of the wind, and is convergent
because the zonal wind varies with latitude.
Note that it is not necessary for the Ekman
transports to be in opposite directions to have
divergence or convergence, just that the trans-
ports change.

The vertical velocity wg at the base of the
Ekman layer is obtained from the divergence
of the Ekman transport, by vertically integrating
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FIGURE S7.12 Ekman transport convergence and
divergence in the Northern Hemisphere due to variations in
a zonal (eastward) wind. Ekman transport is southward, to
the right of the wind. Divergent transport causes downw-
elling, denoted by circles with a cross. Convergent transport
causes upwelling, denoted by circles with a dot.

the continuity equation Eq. (7.1le) over the
depth of the Ekman layer:

(0Ug/dx + aVE/Gy) = V-Ug

= _(Wsurface - WE) = WE

(7.20)

where Ug is the horizontal vector Ekman trans-
port and it is assumed that the vertical velocity
at the sea surface, Wgurfacesr i 0. When
Eq. (7.20) is negative, the transport is convergent
and there must be downwelling below the sea
surface (increasingly negative wg). The relation
of Ekman transport divergence to the wind
stress from Eq. (7.19a, b) is

V-Ug = 8/dx(t¥)/(pf)
= k-V x (t/pf)

—9/9y(*™/(pf))

(7.21)

where 1 is the vector wind stress and k is the
unit vector in the vertical direction. Therefore,
in the Northern Hemisphere (f > 0), upwelling
into the Ekman layer results from positive
wind stress curl, and downwelling results

from negative wind stress curl. Downwelling
is referred to as Ekman pumping. Upwelling is
sometimes referred to as Ekman suction.

A global map of wind stress curl was shown
in Figure 5.16d, and is referred to frequently in
subsequent chapters because of its importance
for Ekman pumping/suction, although the
mapped quantity should include the Coriolis
parameter, f, to be related directly to upwelling
and downwelling.

Equatorial upwelling due to Ekman trans-
port results from the westward wind stress
(trade winds). These cause northward Ekman
transport north of the equator and southward
Ekman transport south of the equator. This
results in upwelling along the equator, even
though the wind stress curl is small because
of the Coriolis parameter dependence in
Eq. (7.21).

At the equator, where the Coriolis parameter
changes sign, zonal (east-west) winds can cause
Ekman convergence or divergence even without
any variation in the wind (Figure S7.13a,b).
Right on the equator, there is no Ekman layer
since the Coriolis force that would create it is
zero (f =0). However, it has been shown from
observations (Eriksen, 1982) that the Coriolis
force is important quite close to the equator in
the ocean, starting at about 1/4° latitude. If the
equatorial wind is westward (a trade wind),
then the Ekman transport just north of the
equator is northward, and the Ekman transport
just south of the equator is southward, and there
must be upwelling into the surface layer on the
equator. This is roughly included in Eq. (7.21)
because of the variation in f, although the equa-
tion is not accurate right on the equator where f
vanishes.

The coastline is the other place where Ekman
transport divergence or convergence can occur,
and it is not included in Eq. (7.21), because this
divergence is due to the boundary condition at
the coast and not wind stress curl. If the wind
blows along the coast, then Ekman transport
is perpendicular to the coast, so there must be
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FIGURE S§7.13 Ekman transport divergence near the equator driven by easterly trade winds. (a) Ekman transports. (b)
Meridional cross-section showing effect on the thermocline and surface temperature. (c) Coastal upwelling system due to an
alongshore wind with offshore Ekman transport (Northern Hemisphere). The accompanying isopycnal deformations and
equatorward eastern boundary current and poleward undercurrent are also shown (see Section 7.9).

either downwelling or upwelling at the coast to
feed the Ekman layer (Figure S7.13c). This is
one mechanism for creation of coastal
upwelling and subtropical eastern boundary
current systems. The other mechanism is
wind stress curl in the near-coastal region that
drives upwelling (Section 7.9). One such

example is the California-Oregon coast, where
the mean wind during most of the year
includes a component that blows southward
along the coast. This causes westward
(offshore) Ekman transport to the right of the
wind. This means there must be upwelling at
the coast.
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7.5.5. Observations of Ekman Response
and Wind Forcing

The Ekman theory has major consequences
for wind-driven ocean circulation. Thus it has
been important to confirm and refine Ekman’s
theory with ocean observations, beyond the
original ice, wind, and ship drift observations
used by Ekman (1905) and Nansen (1922).

For instance, one assumption, that the eddy
viscosity in the water column is constant with
depth, is not accurate. (Recall that the Ekman
transport is independent of viscosity, so the
variability of eddy viscosity does not matter
for large-scale circulation.) Eddy viscosity is
highest near the sea surface because of turbu-
lence resulting from wind waves and inertial
currents generated at the surface. Also, Ekman
assumed a steady wind. The speed with which
the Ekman circulation develops depends on
latitude, because the Coriolis force depends
on latitude. Observations of Ekman spirals
and Ekman response are very difficult because
of the time dependence of the wind. It takes
about one pendulum day for inertial and Lang-
muir responses (Sections 7.5.1 and 7.5.2) to die
out and an essentially Ekman circulation to
develop.

Ekman layer observations are also difficult
because the spiral is thin compared with the
usual vertical resolution of current measure-
ments. Davis, deSzoeke, and Niiler (1981)
measured currents in the mixed layer in the
northeast Pacific. By filtering the data and look-
ing at responses at short and long timescales,
they found that the currents at timescales of
longer than about one day looked like Ekman’s
theory. Chereskin (1995) measured currents in
the mixed layer in the California Current using
an Acoustic Doppler Current Profiler (Section
516.5.5.1 of Chapter S16 in the online supple-
ment). Because the wind direction there was
relatively steady, the Ekman-like response
was clear (Figure S7.14) even without filtering
the data. The high eddy viscosity values that
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FIGURE S7.14 Observations of an Ekman-like response
in the California Current region. (a) Progressive vector
diagrams (Section 6.5.2) at 8, 16, 24, 32, and 40 m depth.
Because of the way the ADCP measures, the currents are
shown relative to a deeper depth, rather than as absolute
currents. The wind direction and speed for each day is
shown by the small arrows on the 8 m progressive vector
curve. (b) Observed mean velocities (left) and two theoret-
ical Ekman spirals (offset) using different eddy diffusivities
(274 and 1011 cm?/S). The numbers on the arrows are
depths. The large arrow is the mean wind. Source: From
Chereskin (1995).
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Chereskin reported (Section 7.5.3) were obtained
by fitting the observed spiral to an Ekman layer
with depth-dependent viscosity.

An Ekman response to the wind for a large
part of the Pacific Ocean is apparent in the
average 15m velocity from surface drifters
deployed in the 1980s and 1990s. The surface
drifters were drogued at 15 m depth, within the
Ekman layer. The drifter velocities from many
years of observations were averaged and the
average geostrophic velocity was subtracted.
The resulting “ageostrophic” velocities, which
are likely the Ekman response, are to the right
of the wind stress in the Northern Hemisphere
and to the left in the Southern Hemisphere
(Figure 57.15).

The Ekman volume transports (horizontal
and vertical) for each ocean and for the World
Ocean are shown in Figure S7.16. The easterly
trade winds (blowing westward) cause pole-
ward horizontal Ekman flows in the tropical
Atlantic and Pacific. The westerlies (blowing
eastward) cause equatorward flows at higher
latitudes. The Pacific Ekman transports are
larger than the Atlantic transports mainly

because the Pacific is so much wider, not
because the wind stress differs. The near-equa-
torial Indian transports are of the opposite sign
compared with the Pacific, Atlantic, and total
transports because of the large annual monsoon
cycle; the westerly winds dominate the annual
mean in the equatorial Indian Ocean.

Associated with the convergences and diver-
gences of the horizontal Ekman flows are
vertical flows due to Ekman pumping (Figure
S7.16b). Between approximately 40°S and
40°N, downwelling prevails and the winds
cause convergent Ekman transport. Poleward
of about 40 degrees, there is upwelling caused
by divergent Ekman transport. The narrow
region of Ekman upwelling at about 5 to 10°N
is associated with the Intertropical Convergence
Zone in the winds. Not shown is the major
upwelling along the equator that must result
from the divergent Ekman transports there
due to the change of sign in the Coriolis param-
eter. Again the Pacific and Atlantic have similar
distributions and the Indian Ocean differs
because of its strong annual (monsoonal) varia-
tion north of the equator.
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FIGURE S7.15 Ekman response. Average wind vectors (red) and average ageostrophic current at 15 m depth (blue).
The current is calculated from 7 years of surface drifters drogued at 15 m, with the geostrophic current based on
average density data from Levitus, Boyer, and Antonov (1994a) removed. (No arrows were plotted within 5 degrees of the
equator because the Coriolis force is small there.) This figure can also be found in the color insert. Source: From Ralph and

Niiler (1999).
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FIGURE §7.16 (a) Zonally integrated meridional Ekman fluxes (Sv) for the three oceans by latitude and month. (Positive
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7.6. GEOSTROPHIC BALANCE

7.6.1. Pressure Gradient Force and
Coriolis Force Balance

Throughout most of the ocean at timescales
longer than several days and at spatial scales
longer than several kilometers, the balance of
forces in the horizontal is between the pressure
gradient and the Coriolis force. This is called
“geostrophic balance” or geostrophy.’

In a “word” equation, geostrophic balance is

horizontal Coriolis acceleration

= horizontal pressure gradient force (7.22)

This is illustrated in Figure S7.17. The pressure
gradient force vector points from high pressure
to low pressure. In a non-rotating flow, the
water would then move from high to low pres-
sure. However, with rotation, the Coriolis force
exactly opposes the pressure gradient force, so
that the net force is zero. Thus, the water parcel
does not accelerate (relative to Earth). The parcel
moves exactly perpendicular to both the pres-
sure gradient force and the Coriolis force.

A heuristic way to remember the direction of
geostrophic flow is to think of the pressure
gradient force pushing the water parcel from
high to low pressure, but Coriolis force moves
the parcel off to the right (Northern Hemi-
sphere) or the left (Southern Hemisphere). In
the resulting steady geostrophic state, the water
parcel moves exactly perpendicular to the pres-
sure gradient force.

The vertical force balance that goes with
geostrophy is hydrostatic balance (Section 3.2).
The vertical pressure gradient force, which
points upward from high pressure to low pres-
sure, is balanced by gravity, which points
downward. Thus vertical acceleration, advec-
tion, and diffusion are assumed to be very

(a) y

A x

n Vv (velocity)

[ |
< PGF ! CF >
Low High
pressure pressure
) cF CF

Low High Low
pressure pressure pressure

FIGURE S§7.17 Geostrophic balance: horizontal forces
and velocity. (a) Horizontal forces and velocity in
geostrophic  balance. PGF =pressure gradient force.
CF = Coriolis force. (b) Side view showing elevated pres-
sure (sea surface) in center, low pressure on sides, balance of
PGF and CF, and direction of velocity v (into and out of

page).

small, just as in the horizontal momentum
equations. (We note that in full treatments of
rotating fluid dynamics, the student will learn
that hydrostatic balance holds for a very large
range of fluid flows, not just those that are
geostrophic.)

The mathematical expression of geostrophy
and hydrostatic balance, from Eq. (7.11a, b, ¢), is

3 The other terms in the force balance — the actual acceleration, the advection, and diffusion — never completely vanish, so

no flow is exactly geostrophic.
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—fv = —(1/p)dp/dx (7.23a)
fu = —(1/p)dp/dy (7.23b)
0 = —dp/dz — pg (7.23¢)

An alternate form for Eq. (7.23c), used for
dynamic height calculations (Section 7.6.3), is

0=—adp/iz—g (7.23d)

where a.is specific volume. Note how many of the
terms in Eq. (7.11) have been assumed to be very
small and therefore are left out in Eq. 7.23a,b).*

From Eq. (7.23a,b), if the Coriolis parameter
is approximately constant (f =f,) and if density
in Eq. (7.23a,b) is also very nearly constant
(p=po;, the “Boussinesq approximation”), the
geostrophic velocities are approximately non-
divergent:

du/dx +dv/dy = 0 (7.23e)
Formally in fluid dynamics, such a non-diver-
gent velocity field can be written in terms of
a streamfunction ¢:

u = —0¢/dy and v = d¢/dx (7.23f)
From Egs. (7.23a, b) the streamfunction for
geostrophic flow is ¢ =p/(fopo). Therefore,
maps of pressure distribution (or its proxies
like dynamic height, steric height, or geopoten-
tial anomaly; Section 7.6.2) are maps of the
geostrophic streamfunction, and flow approxi-
mately follows the mapped contours.

Geostrophic balance is intuitively familiar to
those with a general interest in weather reports.
Weather maps show high and low pressure
regions around which the winds blow (Figure
S7.18). Low pressure regions in the atmosphere
are called cyclones. Hurricanes, dramatic winter
storms, and tornados are all cyclones. Flow
around low-pressure regions is thus called
cyclonic (counterclockwise in the Northern
Hemisphere and clockwise in the Southern
Hemisphere). Flow around high-pressure
regions is called anticyclonic.

In the ocean, higher pressure can be caused
by a higher mass of water lying above the obser-
vation depth. At the “sea surface,” pressure
differences are due to an actual mounding of
water relative to Earth’s geoid. Over the
complete width of the Atlantic or Pacific Ocean
anticyclonic gyres, the total contrast in sea-
surface height is about 1 m.

The geostrophic velocities at the sea surface
could be calculated if the appropriately time-
averaged sea-surface height were known (as
yet not possible for the time mean, but definitely
possible from satellite altimetry for variations
from the mean). The geostrophic velocity at
the sea surface in terms of sea-surface height n
above a level surface is derived from Egs.
(7.23a,b):

—fv = —gdn/dx (7.24a)

fu = —gdn/dy (7.24b)

* Rigorous justification of geostrophic balance is based on small Rossby and Ekman numbers, where the Rossby number is
defined in Section 7.2.3, and the Ekman number is the non-dimensional parameter that is the ratio of the size of the viscous
term to the size of the Coriolis term. For the vertical direction, the Ekman number is Ey = 2Ay/fH?, where f is the Coriolis
parameter and H is a characteristic vertical length scale; note the resemblance of this parameter to the Ekman layer depth
in Eq. (7.17). Hydrostatic balance (Eq. 7.23c,d) is valid when the non-dimensional aspect ratio, which is the ratio of the

vertical scale of motion (H) to the horizontal scale of motion (L); that is, 8 =H/L, is small. Hydrostatic balance is even
more strongly justified when the Rossby number is small; that is, the substantial derivative in the z-momentum equation
scales as the square of the aspect ratio times the Rossby number. Performing a complete “scale analysis” in which these

assumptions are rigorously applied to the full set of momentum equations, thus deriving the balances in Eq. (7.23), is far

beyond the scope of this text.



32 S7. DYNAMICAL PROCESSES FOR DESCRIPTIVE OCEAN CIRCULATION

102 03152 GOE:

AT IMAGE

FIGURE S7.18 Example of a daily weather map for North America, showing high- and low-pressure regions. Winds are
generally not from high to low, but rather clockwise around the highs and counterclockwise around the lows. Source: From

NOAA National Weather Service (2005).

To calculate the horizontal pressure difference
below the sea surface, we have to consider
both the total height of the pile of water above
our observation depth and also its density,
since the total mass determines the actual pres-
sure at our observation depth (Figure 57.19).
(This is where the vertical hydrostatic balance
in Eq. 7.23c enters.) Therefore, if a mound of
less dense water lies above us in one location
and a shorter column of denser water in
another location, the total mass in the two pla-
ces could be the same. Close to the sea surface,
there would be a pressure difference between
the two places since the sea surface is higher
in one location than in the other, but at depth
the pressure difference would vanish because
the difference in densities cancels the difference

in heights. Therefore there would be
a geostrophic flow at the sea surface, which
would decrease with depth until it vanishes at
our observation depth (hs in Figure S7.19a),
where the total mass of the two columns of
water is the same.

The variation in geostrophic flow with depth
(the geostrophic velocity shear) is therefore propor-
tional to the difference in density of the two
water columns on either side of our observation
location. The relation between the geostrophic
velocity shear and the horizontal change
(gradient) in density is called the thermal wind
relation, since it was originally developed by
meteorologists measuring temperature and
wind, rather than by oceanographers measuring
density and currents.”

5 The thermal wind balance should not be confused with the thermohaline circulation, which refers to ocean overturning

directly involving buoyancy fluxes (Section 7.10).
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FIGURE S7.19 Geostrophic flow and thermal wind
balance. (a) Schematic of change in pressure gradient
force (PGF) with depth, assuming that the left column (A)
is shorter and denser than the right column (B), that is,
pa > pp and Hy < Hg. The horizontal geostrophic velocity
V is into the page for this direction of PGF and is stron-
gest at the top, weakening with depth, as indicated by the
circle sizes. (If the densities of the two columns were the
same, then the PGF and velocity V are the same at all
depths.) (b) Same, but for density (red) increasing with
depth, and isopycnals tilted, and assuming that the sea
surface at B is higher than at A so that the PGF at the sea
surface (h;) is to the left. The PGF decreases with
increasing depth, as indicated by the flattening of the
isobars p, and ps.

The thermal wind relation is illustrated in
Figure S7.19b. The sea surface is sloped, with
surface pressure higher to the right. This creates
a pressure gradient force to the left, which
drives a surface geostrophic current into the
page (Northern Hemisphere). The density p
increases with depth, and the isopycnals are
tilted. Therefore the geostrophic velocity
changes with depth because the pressure
gradient force changes with depth due to the
tilted isopycnals. Because the isopycnals are
sloped in the opposite direction to the sea-
surface height, the into-the-page geostrophic
velocity is reduced with depth. That is, when
there is light water under a high sea surface
and dense water under a low sea surface, the
horizontal pressure gradients become smaller
with depth, since the mass of the two columns
becomes more equalized with depth.

A useful rule of thumb for geostrophic flows
that are surface-intensified is that, when facing
downstream in the Northern Hemisphere, the

“light/warm” water is to your right. (In the
Southern Hemisphere, the light water is to
the left when facing downstream.) This can be
safely recalled by memorizing the example
for the Gulf Stream recalling that the current
flows eastward with warm water to the south.

Geostrophic flow with vertical shear, which
requires sloping isopycnals, is often called bar-
oclinic. Geostrophic flow without any vertical
shear is often called barotropic. Barotropic
flow is driven only by horizontal variations
in sea-surface height. Most oceanic geostrophic
flows have both barotropic and baroclinic
components.

Mathematically, the thermal wind relations
are derived from the geostrophic and hydro-
static balance Eq. (7.23):

—fov/0z = (g/py)dp/0x (7.25a)

fou/dz = (g/p,)dp/dy (7.25b)
(Here we have again used the Boussinesq
approximation, where p is replaced by the
constant p, in the x- and y-momentum equa-
tions, whereas the fully variable density p must
be used in the hydrostatic balance equation.)

To calculate geostrophic velocity, we must
know the absolute horizontal pressure differ-
ence between two locations. If we have only
the density distribution, we can calculate only
the current at one level relative to that at
another, that is, the geostrophic vertical shear.
To convert these relative currents into absolute
currents, we must determine or estimate the
absolute current or pressure gradient at some
level (reference level).

The selection of a reference level velocity is
one of the key problems in using the geostrophic
method to compute currents. A common, but
usually inaccurate, referencing approach has
been to assume (without measuring) that the
absolute current is zero at some depth (level of
no motion). In the case of western boundary
currents or in the ACC where the currents
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extend to great depth, this is not a good assump-
tion. Nevertheless the relative geostrophic
surface current calculation can be revealing
since the surface currents are usually much
stronger than the deep ones, and small relative
error in the surface currents might be tolerated
while the same amount of error in the deep
currents is untenable.

In the next subsection, we introduce the
“dynamic” method widely used to calculate
geostrophic velocities (shear), and continue the
discussion of reference velocity choices.

7.6.2. Geopotential and Dynamic
Height Anomalies and Reference Level
Velocities

Historically and continuing to the present, it
has been too difficult and too expensive to
instrument the ocean to directly observe
velocity everywhere. Density profiles, which
are much more widely and cheaply collected,
are an excellent data set for estimating
geostrophic velocities using the thermal wind
relations and estimates of the reference level
velocity. This approach to mapping ocean
currents is called the “dynamic method”; it
was developed in the School of Geophysics in
Bergen, Norway, more than a century ago.
This is the same school where both Nansen
and Ekman worked, contributing some very
significant ideas to physical oceanography. The
dynamic method has origins in both oceanog-
raphy and meteorology. In the dynamic method,
the distribution of mass in the ocean is used to
compute an important component of the current
field. In this text the emphasis will be on how
this method is commonly used in descriptive
studies of ocean circulation rather than deriva-
tion of the method.

In the ocean the distribution of mass is repre-
sented by the distribution of density over both
the horizontal and vertical dimensions. Once
the density profiles at two locations (“stations”)

are calculated from observed temperature and
salinity, the distribution of mass at the two
stations can be used to calculate the vertical
shear of geostrophic velocity at the midpoint
between the two stations at all depths that are
common to the two stations (Section 7.6.1).
Then, if the velocity is known at one depth (or
is assumed to have a certain value, e.g., zero),
the vertical shear can be used to give the velocity
at all other depths. The assumed or measured
velocity at one depth is called the reference
velocity, and its depth is called the “reference
depth” or reference level. Thus in this method,
the horizontal change in the distribution of
mass creates the horizontal pressure gradient,
which drives the geostrophic flow.

Oceanographers have created two closely
related functions, geopotential anomaly and
dynamic height, whose horizontal gradients
represent the horizontal pressure gradient force.
Another closely related concept, steric height, is
used to study variations in sea level. All are
calculated from the density profiles computed
from the measured temperature and salinity
profiles. Sverdrup, Johnson, and Fleming
(1942), Gill and Niiler (1973), Gill (1982), Pond
and Pickard (1983), and Stewart (2008) are
a few of the many useful references for these
practical quantities.

The gradient of the geopotential, ®, is in the
direction of the local force due to gravity (modi-
fied to include centrifugal force). The geopoten-
tial gradient is defined from hydrostatic balance
(Eq. 7.23¢c) as

d® = gdz = —adp (7.26a)
where « is specific volume. The units of geopo-
tential are m?®/sec” or J/kg. For two isobaric
surfaces pp (upper) and p; (lower), the geopo-
tential is

o = g/dz =g(zy—21) = —/adp (7.26b)
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Geopotential height is defined as

Z = (9.8ms_2)_1/gdz
—(9.8m 372)4/ o dp

and is nearly equal to geometric height. This
equation is in mks units; if centimeter-gram-
second (cgs) units are used instead, the multipli-
cative constant would change from 9.8 m s~ to
980 cm s> Most practical calculations, including
common seawater computer subroutines, use the
specific volume anomaly

(7.26¢)

d = oS, T,p) —a(35,0,p) (7.26d)
to compute the geopotential anomaly
AD — — / 5 dp. (7.260)

The geopotential height anomaly is then defined
as

Z = —-(98ms 2! / 3 dp. (7.26f)
Geopotential height anomaly is effectively

identical to steric height anomaly, which is
defined by Gill and Niiler (1973) as

h' = f(l/po)/ p' dz (7.27a)

in which the density anomaly p’ = p — p,. Using
hydrostatic balance and defining p, as
p(35,0,p), Eq. (7.27a) is equivalent to Tomczak
and Godfrey’s (1994) steric height (anomaly)

h' = /6 po dz (7.27b)

which can be further manipulated to yield

h = (1/g)/6dp. (7.27¢)

This is nearly identical to the geopotential
height anomaly in Eq. (7.26f), differing only in
the appearance of a standard quantity for g. In
SI units, steric height is in meters.

Dynamic height, D, is closely related to geopo-
tential, ®, differing only in sign and units of
reporting. Many modern publications and
common computer subroutines do not distin-
guish between dynamic height and geopotential
anomaly. The wunit traditionally used for
dynamic height is the dynamic meter:

Tdynm = 10 m?/sec?. (7.28a)

Therefore dynamic height reported in dynamic
meters is related to geopotential anomaly as

AD = —A®/10 = /de/lo. (7.28b)
Its relation to the geopotential height and steric
height anomalies is

10AD = -9.8Z" = gh'. (7.28¢c)
The quantities AD and Z' are often used inter-
changeably, differing only by 2%. With use of
the dynamic meter, maps of dynamic topog-
raphy are close to the actual geometric height
of an isobaric surface relative to a level surface;
for example, a horizontal variation of 1 dynm
means that the isobaric surface has a horizontal
depth variation of about 1 m. Note that the geo-
potential height anomaly more closely reflects
the actual height variation, so a variation of
1dynm would be an actual height variation
closer to 1.02 m.

Geostrophic velocities at one depth relative to
those at another depth are calculated using Eq.
(7.25) with geopotential anomalies, steric height
anomalies, or dynamic heights. In SI units, and
using dynamic meters for dynamic height, the
difference between the northward velocity v
and eastward velocity u at the pressure surface
p2 relative to the pressure surface p; is
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f(va —v1) = 10 0AD/dx = —dAD/dx

= gdh’/dx (7.29a)
f(up —u1) = —109AD/dy = 0AD/dy
= _gon' /oy (7.29b)

where the dynamic height or geopotential
anomalies are integrated vertically from p; to
p2. The surface py is the reference level. (Compar-
ison of Eq. 7.29 with Eq. 7.23 shows that the
dynamic height and geopotential anomalies
are streamfunctions for the difference between
geostrophic flows from one depth to another.)
How is the velocity at the reference level
chosen? Since the strength of ocean currents
decreases from the surface downward in many
(but not all) regions, for practical reasons,
a deep level of no motion has often been
presumed. A much better alternative is to use
a “level of known motion”. For example, current
meter measurements, or the tracks of sub-
surface floats, may be used to define the current
at some level, and then dynamic or steric
heights can be used to compute currents at all
other levels relative to the known reference
level. Another modern practice is to require
that the entire flow field, which is defined by
many density profiles, satisfy some overall
constraints. An obvious one is that there can
be no net transport into a region enclosed by
a set of stations (otherwise there would be an
increasing mound or hole in that region).
Another one is that the chemistry must make
sense — there can no net production of oxygen
within the ocean outside the surface layer for
instance. Another type of constraint is that the
flows match measured velocities from current
meters or floats, but allowing for some error in
the match. The constraints then help narrow
the choices of reference level velocities. Formal
versions of these methods, first applied to the
reference level problem by Carl Wunsch in
the 1970s, are called inverse methods because of
the mathematics used to connect the constraints

to the choices of reference velocities (see
Wunsch, 1996).

Another apparently attractive option is to use
satellite altimeters to measure the sea-surface
height, which would give the pressure distribu-
tion and hence geostrophic currents at the sea
surface. These can be used to reference the
geostrophic velocities calculated at all depths
below the surface using dynamic height
profiles. However, while the sea surface eleva-
tion is measured very precisely by satellite
altimeters, the height includes Earth’s geoid,
which has large spatial variations that are not
yet well measured; this leads to spurious surface
currents if one simply calculates the gradient in
measured surface height. The geoid does not
vary in time, so satellite altimetry does provide
excellent information on time changes of the
surface geostrophic currents. The GRavity and
Earth Climate Experiment (GRACE) satellite,
launched in 2002 to measure the shorter spatial
scales of Earth’s gravity field, is helping to
resolve this geoid problem. Satellite altimeters
and GRACE are described in the online supple-
mentary Chapter S16.

As an example of the geostrophic method,
we calculate dynamic height and a geostrophic
velocity profile from two density profiles that
straddle the Gulf Stream (Figure S7.20 and
Table S7.3). The isopycnals sloping upward
toward the north between 38 and 39°N mark
the horizontal pressure gradient associated
with the Gulf Stream (Figure S7.20a). The
geostrophic velocity profile is calculated
between stations “A” and “B” relative to an
arbitrary level of no motion at 3000 m. (If it
were known, the velocity at 3000m can be
added later to the full velocity profile.) Station
A has lower specific volume (higher potential
density) than station B (Figure S7.20b). The
surface dynamic height at A is therefore lower
than at B (Figure 57.20c) and the surface pres-
sure gradient force is toward the north, from
B to A. Therefore, the geostrophic velocity at
the midpoint between the stations (Figure
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FIGURE S7.20 (a) Potential density section across the Gulf Stream (66°W in 1997). (b) Specific volume anomaly
3 (x 107 m®/kg) at stations A and B. (c) Dynamic height (dyn m) profiles at stations A and B, assuming reference level at
3000 m. (d) Eastward geostrophic velocity (cm/sec), assuming zero velocity at 3000 m.

§7.20d) is eastward and is largest at the sea
surface. This means that the sea surface must
tilt downward from B to A. The vertical shear
is largest in the upper 800 m where the differ-
ence in dynamic heights is largest.

For practical applications in which the
maximum depths of density profiles vary, it is
often most convenient to first calculate dynamic
height by integrating from the surface down-
ward for every profile (Table S7.3), and then
calculate the associated geostrophic velocity
relative to 0 cm/sec at the sea surface (column
4 in Table 57.3). This geostrophic velocity profile

is likely not close to the actual velocity profile,
since velocities are usually small at depth and
not at the sea surface. Then the assumed or inde-
pendently measured velocity at the chosen deep
reference level is compared with the velocity at
the reference level calculated relative to 0 cm/
sec at the sea surface, and the entire geostrophic
velocity profile is offset by the difference. For
instance, if our reference velocity choice is
0 cm/sec at 3000 m, then we look for the calcu-
lated geostrophic velocity at 3000 m relative to
0 at the sea surface and subtract this from the
velocities at all depths (column 5 in Table
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TABLE S7.3 Computation of Dynamic Height and Geostrophic Current Between Stations A and B Relative to an
Assumed Zero Velocity at 3000 m and at the Deepest Common Level (DCL)
Eastward speed (cm/sec)

Depth (m) Da (dynm) Dg(dynm) Relative to sea surface  Ref. 0 cm/sec at 3000m  Ref. 0 cm/sec at DCL*
0 0 0 0 94.83 95.13
50 —0.230 —0.211 —2.78 92.04 92.32
100 —-0.416 —0.340 -10.70 84.12 84.40
150 —0.552 —0.425 -17.89 76.94 77.22
200 —0.657 —0.495 —22.85 71.98 72.26
300 —0.835 —0.611 —31.52 63.31 63.59
400 —1.005 —0.708 —41.80 53.03 53.31
500 —1.164 —0.785 —53.27 41.56 41.84
600 —1.300 —0.846 —63.79 31.04 31.32
800 —1.511 —0.947 -79.37 15.45 15.73
1000 —1.652 —1.039 —86.29 8.53 8.81
1500 —1.904 —1.267 —90.19 4.64 4.92
2000 —2.142 —1.489 —-91.87 2.96 3.24
2500 —2.377 -1.712 —-93.45 1.37 1.65
3000 —2.602 —1.928 —94.85 0.0 0.28
3500 —2.814 —2.136 —95.34 —0.52 0.24
4000 —3.024 —2.347 —95.26 -0.43 0.15
4500 —3.243 —2.566 —95.13 —0.31 0.03
4710 (DCL¥) —3.343 —2.667 —95.10 —0.28 0.0

Note: Although D is called “height” and is quoted in units of “dynamic meters,” it has physical dimensions of energy per unit mass as it

represents work done against gravity.
Distance between the two stations = 78.0 km; latitude = 38.65°N.

The SI units for D are J/kg = m?*/s>.

S7.3). If our best estimate of a reference velocity
is 0 cm/sec at the bottom (deepest common
level; DCL), then we offset the velocities by the
value at the bottom (column 6 in Table S7.3). If
we have measured the bottom current to be
5 cm/sec, then we add an offset to the complete
velocity profile so as to yield 5cm/sec at the
bottom.

The DCL is the maximum depth at which
geostrophic velocity can be calculated for this
particular station pair, since the shallower of
the two stations extends to 4710 dbar (the
deeper of the pair extends to 4810 dbar). Espe-
cially for transport calculations in which the
bottom current is of interest, the geostrophic
velocity below the DCL is needed, but there is
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only one density profile available. There are
a variety of ways to assign velocity to this
“bottom triangle,” including (1) no assignment,
(2) assignment of velocity at the DCL, (3) extrap-
olation of velocity profile from above the DCL,
(4) extrapolation of the velocity horizontally
from the next station pair if there is one, or (5)
objective mapping of the velocity field into the
triangle. The last is the best way, but an objective
mapping scheme might not be readily available.

7.6.3. Dynamic Topography and
Sea-Surface Height Maps

Dynamic height at one surface relative to
another is the streamfunction for the
geostrophic flow at that surface relative to the
other, as an extension of Eq. (7.23f). Flows are
along the contours with the high “hills” to the
right of the flow in the Northern Hemisphere
(to the left in the Southern Hemisphere). The
speed at any point is proportional to the steep-
ness of the slope at that point; in other words,
it is inversely proportional to the separation of
the contours.

Dynamic topography maps (equivalently, steric
height or sea-surface height) are shown in
Chapter 14 and throughout the ocean basin
chapters (9—13) to depict the geostrophic flow
field. As an illustration of the common features
for all basins, we show here dynamic topog-
raphy maps for the Pacific and Atlantic Oceans
(Figures S7.21 and S7.22). These were the first
modern basin-wide maps in common use and
thus have some historical interest; both show
dynamic height relative to a deep level of no
motion. For comparison, Figures 9.2a and 10.2a
are the surface steric height maps from Reid
(1994, 1997) that we use to illustrate circulation
in the Pacific and Atlantic Ocean chapters. The
steric height in these maps has been adjusted
to represent the full flow, hence incorporating
estimates of deep geostrophic velocities at all
station pairs.

At the sea surface, all five ocean basins have
highest dynamic topography in the west in the
subtropics. The anticyclonic flows around these
highs are called the subtropical gyres. The
Northern Hemisphere oceans have low
dynamic topography around 50—60°N; the
cyclonic flows around these lows are the
subpolar gyres. Tightly spaced contours along
the western boundaries indicate the swift
western boundary currents for each of the gyres.
Low values are found all the way around Ant-
arctica; the band of tightly spaced contours to
its north marks the eastward ACC. The contrast
in dynamic height and sea-surface height from
high to low in a given gyre is about 0.5 to 1
dynamic meters.

In the subtropical gyres in Figures 57.21 and
5722, close contour spacings, hence large
geostrophic velocities, are found at the western
boundaries. These include the energetic
subtropical western boundary currents just
east of Japan (Kuroshio), east of North America
(Gulf Stream), east of Australia (East Australian
Current), east of Brazil (Brazil Current), and east
of southern Africa (Agulhas Current).

The similarity between the two Pacific
surface maps (and the two Atlantic surface
maps) indicates that indeed the flow at 1000
dbar (700 dbar) is relatively weak. The addi-
tional advantage of the Reid (1994, 1997) anal-
yses is that he also produced maps of absolute
dynamic topography at 1000 dbar, and at 500
dbar intervals to the ocean bottom, whereas
the simple dynamic topography method
assuming a level of no motion clearly does not
yield a reasonable flow field at these depths.

7.6.4. A Two-Layer Ocean

It is frequently convenient to think of the
ocean as composed of two layers in the vertical,
with upper layer of density p; and lower layer of
density py (Figure S7.23). The lower layer is
assumed to be infinitely deep. The upper layer
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FIGURE S§7.21 Mean annual dynamic topography of the Pacific Ocean sea surface relative to 1000 dbar in dyn cm
(AD =0/1000 dbar). Source: From Wyrtki (1975).

thickness is h + H, where h is the varying height

of the layer above the sea level surface and H is Pa
the varying depth of the bottom of the layer. We

sample the layers with stations at “A” and “B.” pp = p1g(hs + Ha) + pog(Z — Hg).  (7.30b)
Using the hydrostatic equation (7.23c), we

compute the pressure at a depth Z at the Here Z represents a common depth for both
stations: stations, taken well below the interface. If we

= pig(ha +Ha) + pg(Z —Ha)  (7.30a)
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FIGURE S§7.23 The two-layer ocean. (a) Vertical density profile with upper and lower layers of density p; and p,. (b) Sea
surface and pycnocline for two stations, A and B, where the thickness of the layer above the “ideal level surface” is h and
hg and the thickness of the layer below the level surface is Hy and Hg, respectively. Both h and H are part of the “upper”

layer shown in (a).
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FIGURE S7.24 Two-layer ocean (a

depiction of a (a) “cold,” cyclonic Sea surface

ocean circulation showing the
“ideal” sea surface and the subsur-
face thermocline structure and a (b)
“warm” anticyclonic circulation.
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assume that pp = pg, which amounts to assuming
a “level of no motion” at Z, we can compute
a surface slope, which we cannot measure in
terms of the observed density interface slope:

ha—hg  pp—p1 Ha— Hp
= 7.31
Ax p1 Ax (7:312)

We then use Eq. (7.30a) to estimate the surface
velocity v:

fo = ghAA—th _ 2 m HAA_ Hg
P1 X

This says that we can estimate the slope of the sea
surface (hs — hg) from knowledge of the subsur-
face slope of the density interface (Ha — Hj),
which then allows us to estimate the surface
flow velocity from the shape of the pycnocline.

This simple construct is also useful in depict-
ing various forms of geostrophic circulation

(7.31b)

\/ Anticyclonic eddy

features. For example, a cyclonic feature in either
hemisphere is drawn in Figure S7.24a where the
subsurface pycnocline slope is much greater than
the surface topographic change. These cyclonic
features are also known as cold features due to
the upwelling of the central isopycnals in the
center of the feature. This is true even if the
feature is not a closed circulation. Likewise
a warm feature looks like Figure S7.24b regard-
less of hemisphere. What will change with the
hemisphere is the direction of the flow where
a warm feature rotates anticyclonically (clock-
wise in the Northern Hemisphere) and a cold
feature is cyclonic (counterclockwise). The two-
layer depiction of the ocean is convenient for
quickly evaluating new measurements in terms
of the corresponding geostrophic currents. Note
that the two-layer assumption results in
a mapping of only geostrophic currents and not
the entire current field.
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7.7. VORTICITY, POTENTIAL
VORTICITY, ROSSBY AND KELVIN
WAVES, AND INSTABILITIES

Ocean currents are mostly geostrophic. This
means that the equation for velocity includes
only the pressure gradient force and Coriolis
force. This poses an apparent problem: How
do we insert external forces such as the wind?
In formal geophysical fluid dynamics, we
would show that these forces are in the
momentum equations, but are so weak that we
safely consider the flows to be geostrophic (to
lowest order). To reinsert the external forces,
we have to consider the “vorticity” equation,
which is formally derived from the momentum
equations by combining the equations in a way
that eliminates the pressure gradient force
terms. (It is straightforward to do.) The resulting
equation gives the time change of the vorticity,
rather than the velocities. It also includes dissi-
pation, variation in Coriolis parameter with lati-
tude, and vertical velocities, which can be set
externally by Ekman pumping.

7.7.1. Vorticity

Vorticity in fluids is similar to angular
momentum in solids, and many of the intuitions

(a) Right-hand rule, thumb up:

Ao positive vorticity

fBoNEnIes) CreEsory
Up
157774
Lass

developed about angular momentum from
a standard physics course can be applied to
understanding vorticity.

Vorticity is twice the angular velocity ata point
in a fluid. It is easiest to visualize by thinking of
a small paddle wheel immersed in the fluid
(Figure S7.25). If the fluid flow turns the paddle
wheel, then it has vorticity. Vorticity is a vector,
and points out of the plane in which the fluid
turns. The sign of the vorticity is given by the
“right-hand” rule. If you curl the fingers on
your right hand in the direction of the turning
paddle wheel and your thumb points upward,
then the vorticity is positive. If your thumb
points downward, the vorticity is negative.

Vorticity is exactly related to the concept of
curl in vector calculus. The vorticity vector w
is the curl of the velocity vector v, expressed
here — in Cartesian coordinates:

w=VxXv
= i(dv/dz — dw/dy) +
+ k(dv/dx — du/dy)

j(Ow/dx — du/dz)
(7.32)

where (i, j, k) is the unit vector in Cartesian coor-

dinates (x, y, z) with corresponding velocity

components (u, v, w). Vorticity, therefore, has
units of inverse time, for instance, (sec)

Novaty
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Last

Right-hand rule, thumb down:
negative vorticity

FIGURE §7.25 Vorticity. (a) Positive and (b) negative vorticity. The rlght—hand rule shows the direction of the vorticity by
the direction of the thumb (upward for positive, downward for negative).
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Fluids (and all objects) have vorticity simply
because of Earth’s rotation. This is called plane-
tary vorticity. We do not normally appreciate
this component of vorticity since it is only impor-
tant if a motion lasts for a significant portion of
a day, and most important if it lasts for many
days, months, or years. Since geostrophic motion
is essentially steady compared with the rotation
time of Earth, planetary vorticity is very impor-
tant for nearly geostrophic flows. The vector
planetary vorticity points upward, parallel to
the rotation axis of Earth. Its size is twice the
angular rotation rate Q of Earth:

Wplanetary = 2Q (7.33)

where
107> sec !, so Wplanetary = 1.4586 x 10 sec

The vorticity of the fluid motion relative to
Earth’s surface (Eq. 7.32) is called the relative
vorticity. It is calculated from the water velocities
relative to Earth’s surface (which is rotating).
The total vorticity of a piece of fluid is the sum
of the relative vorticity and planetary vorticity.
The total vorticity is sometimes called absolute
vorticity, because it is the vorticity the fluid has
in the non-rotating reference frame of the stars.

For large-scale oceanography, only the local
vertical component of the total vorticity is
used because the fluid layers are thin compared
with Earth’s radius, so flows are nearly hori-
zontal. The local vertical component of the plan-
etary vorticity is exactly equal to the Coriolis
parameter f (Eq. 7.8c) and is therefore maximum
and positive at the North Pole (¢ =90°N),
maximum and negative at the South Pole
(¢ =90°S), and 0 at the equator.

The local vertical component of the relative
vorticity from Eq. (7.32) is

dv  du
C = (&—W> = CuI'lZV

Q =2m/day =21/86160 sec =7.293 x

-1

(7.34)

The local vertical component of the absolute
vorticity is therefore ({ + f). The geostrophic

velocities calculated from Eq. (7.23) (Section
7.6) are often used to calculate relative vorticity.

7.7.2. Potential Vorticity

Potential vorticity is a dynamically important
quantity related to relative and planetary
vorticity. Conservation of potential vorticity is
one of the most important concepts in fluid
dynamics, just as conservation of angular
momentum is a central concept in solid body
mechanics. Potential vorticity takes into account
the height H of a water column as well as its
local spin (vorticity). If a column is shortened
and flattened (preserving mass), then it must
spin more slowly. On the other hand, if a column
is stretched and thinned (preserving mass), it
should spin more quickly similar to a spinning
ice skater or diver who spreads his or her arms
out and spins more slowly (due to conservation
of angular momentum). Potential vorticity,
when considering only the local vertical compo-
nents, is

Q= ({+f)/H

where H is the thickness, if the fluid is unstrati-
fied. When the fluid is stratified, the equivalent
version of potential vorticity is

Q = —(€+1)(1/p)(dp/92).

When there are no forces (other than gravity) on
the fluid and no buoyancy sources that can
change density, potential vorticity Q is
conserved:

(7.35)

(7.36)

DQ/Dt = 0 (7.37)

where “D/Dt” is the substantial derivative (Eq.
7.4). This means that a water parcel keeps the
value of Q that it obtains wherever a force acts
on it. For instance, parcels of water leaving the
ocean surface layer, where they are subject to
wind forcing, which changes their potential
vorticity, keep the same value of potential



VORTICITY, POTENTIAL VORTICITY, ROSSBY AND KELVIN WAVES, AND INSTABILITIES

vorticity after they enter the ocean interior where
forces (primarily friction) are much weaker.

Considering the potential vorticity (Eq. 7.35),
there are three quantities that can change: rela-
tive vorticity ¢, the Coriolis parameter f, and
the thickness H (or equivalent thickness
—(1/p)(dp/0z) in Eq. 7.36). The variation in f
with latitude has huge consequences for ocean
currents and stratification. Therefore, a special
symbol B is introduced to denote the change in
f with northward distance y, or in terms of lati-
tude ¢ and Earth’s radius Re:

B = df/dy = 2Q cos ®/R (7.38)

We often refer to the “B-effect” when talking
about how changes in latitude affect currents,
or the very large-scale, mainly horizontal
Rossby waves for which the B-effect is the
restoring force, described in Section 7.7.3.

All three components of potential vorticity
can change together, but we learn more about
what happens if we consider just two at a time.

First we consider changes in relative vorticity
¢ and Coriolis parameter f, holding thickness H
constant (Figure S7.26). When a water parcel is
moved northward, it experiences an increase in
f. Its relative vorticity { must then decrease to

N
N

Relative
vorticity

=0
"N

Latitude 61
Q= f(61)/H

—

move northwards
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keep the numerator of Eq. (7.35) constant. If { is
zero to start with, { will become negative and
the water parcel will rotate clockwise. If the
parcel is moved southward, f decreases and its
relative vorticity will have to become more posi-
tive; the parcel will rotate counterclockwise.

Secondly, we consider changes in relative
vorticity { and thickness H, holding the latitude
and hence f constant (Figure S7.27). (This would
be appropriate for mesoscale eddies with high
relative vorticity that do not move far from their
initial latitude, Arctic dynamics, or for flows in
rotating laboratory tanks.) An increase in thick-
ness H (“stretching”) must result then in an
increase in relative vorticity, and the water
parcel will rotate more in the counterclockwise
direction. A decrease in thickness (“squashing”)
results in a decrease in relative vorticity, and the
water parcel will rotate more in the clockwise
direction.

Thirdly, if the thickness H is allowed to vary,
and if the relative vorticity is very small (such as
in the very weak currents in the mid-ocean),
then a northward move that increases f must
result in column stretching (Figure S7.28). Simi-
larly, a southward move would cause H to
decrease or squash. (Since neither thickness

FIGURE S§7.26 Conservation of
potential vorticity: changes in rela-
tive vorticity and Coriolis param-
eter f, if thickness is constant.

Relative
vorticity
<0

N

Latitude 62

Q = (f(6,) + &)/H =1(6,)/H

Conservation of potential vorticity Q in the absence of
stretching (northern hemisphere):
balance of planetary vorticity and relative vorticity
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CDW

Relative Relative
H1 vorticity vorticity H2
£=0 (>0
# y
e
Latitude 6, (same latitude) Latitude 61
Q= f(01)/H1 Q= (f(91) + Q)/H2 = 1‘(91)/H1

Conservation of potential vorticity Q in the absence of
planetary vorticity change (northern hemisphere):
balance of relative vorticity and stretching

FIGURE S§7.27 Conservation of potential vorticity:
changes in thickness and relative vorticity, assuming
constant latitude (constant f).

nor relative vorticity can change without limit,
there is an inherent restoring force to northward
and southward movements in the ocean and
atmosphere. This restoring force creates Rossby
waves.)

In the Southern Hemisphere, f is negative. A
southward move of a water column makes f
even more negative, and requires stretching
(increase in H). A northward move makes f
less negative, and requires squashing (decrease
in H). Therefore, looking at both hemispheres,
we can say that poleward motion, toward larger
magnitude f, requires stretching. Equatorward
motion requires squashing.

The equator is a special place in terms of
potential vorticity, since f changes from negative
to positive crossing the equator and is zero on
the equator. Any water parcels moving into
the equatorial region must become more domi-
nated by relative vorticity, as in Figure S7.28.
We see this in the much stronger horizontal
current shears near the equator than at higher
latitudes. (Geostrophy also breaks down right
on the equator; slightly off the equator, small
pressure gradients result in large geostrophic
currents, so we also see high velocities in the
equatorial region compared with other
latitudes.)

oh

Relative

Relative

Hy vorticity vorticity Hy
=0 (=0
# A\
N~
Latitude 6 move northwards Latitude 6,
Q= f(91)/H1 Q= f(02)/H2 = f(61)/H1

Conservation of potential vorticity Q in the absence of
relative vorticity (northern hemisphere):
balance of planetary vorticity and stretching

FIGURE S§7.28 Conservation of potential vorticity:
changes in thickness and latitude (Coriolis parameter f),
assuming  negligible relative  vorticity = (Northern
Hemisphere).

7.7.3. Rossby Waves

The adjustment of any fluid to a change in
forcing takes the form of waves that move out
and leave behind a steady flow associated
with the new forcing. We describe some general
properties of waves in Chapter 8. The large-
scale, almost geostrophic circulation adjusts to
changing winds and buoyancy forcing mainly
through “planetary” or Rossby waves and Kelvin
waves (Section 7.7.6). Pure Rossby and Kelvin
waves are never found except in simplified
models and lab experiments. However, much
of the ocean’s variability can be understood in
terms of Rossby wave properties, particularly
the tendency for westward propagation relative
to the mean flow. We describe these waves
without derivations, which can be found in the
many geophysical fluid dynamics textbooks
referenced at the start of this chapter.

A first important fact is that Rossby waves
have wavelengths of tens to thousands of kilo-
meters. Since the ocean is only 5 to 10 km deep
and is stratified, particle motions in Rossby
waves are almost completely transverse (hori-
zontal, parallel to the surface of Earth), which
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differs from intuition that we build from watch-
ing surface gravity waves.

Second, the restoring force for Rossby waves
is the variation in Coriolis parameter f with lati-
tude, so all dispersion information includes
B (Eq. 7.38). As a water column is shoved off
to a new latitude, its potential vorticity must
be conserved (Eq. 7.35). As with all waves, the
column overshoots, and then has to be restored
again, creating the wave. Therefore the water
column height or relative vorticity begin to
change. These cannot change indefinitely
without external forcing, so the water column
is restored back toward its original latitude. As
with all waves, the column overshoots, and
then has to be restored back again, creating the
wave. For a short wavelength Rossby wave,
the relative vorticity changes in response to the
change in Coriolis parameter f as in Figure
S7.26 — for a parcel moving northward to
higher f, the relative vorticity becomes negative.
This pushes columns to the east of the parcel
toward the south and pulls columns to the
west of parcel toward the north. The net effect
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is a westward propagation of the wave. For
a long wavelength Rossby wave (Figure 57.29)
the column height changes in response to the
change in f, as in Figure S7.28. For northward
motion of the parcel, height increases; the down-
ward slope in height to the east causes south-
ward geostrophic flow on that side while the
downward slope in height to the west of the
perturbation causes northward geostrophic
flow on the west. The net effect again is west-
ward propagation of the disturbance.

Third, Rossby wave crests and troughs move
only westward (relative to any mean flow,
which could advect them to the east) in both
the Northern and Southern Hemispheres;
that is, the phase velocity is westward (plus
a northward or southward component). On
the other hand, the group velocity of Rossby
waves can be either westward or eastward.
The group velocity of Rossby waves is west-
ward for long wavelengths (more than about
50 km) and eastward for short wavelengths
(even though the zonal phase velocity is
westward).

westward phase propagation

Latitude 64

J » East

——

Long Rossby wave: f/H conserved (f{/H{ = .fa/Ho)
Geostrophic flow due to pressure ridges, moves columns northward or southward,
producing westward propagation of the wave

FIGURE §7.29 Schematic of a long wavelength Rossby wave.
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Fourth, velocities in Rossby waves are almost
geostrophic. Therefore, they can be calculated
from variations in pressure; for instance, as
measured by a satellite altimeter, which
observes the sea-surface height. Behavior
similar to a Rossby wave (westward phase
propagation) can be seen at almost all latitudes
in each of the subtropical oceans in the satellite
altimetry images in Figures 14.18 and 14.19.

Although pure Rossby waves do not occur,
many variable flows such as eddies or meanders
of currents like the Gulf Stream Extension or
AAC can be interpreted in terms of Rossby
wave properties, in the sense that Rossby waves
are the basic set of linear wave solutions for
flows with a small Rossby number and small
aspect ratio. If the mean flows are removed
from observed variability, the variability often
appears to move westward. The atmosphere
has the same Rossby-wave-like phenomena,
such as those seen in daily weather maps
showing large loops or meanders in the Jet
Stream (Figure S7.18).

7.7.4. Rossby Deformation Radius and
Rossby Wave Dispersion Relation

Turning slightly more analytical, we intro-
duce, again without derivation, the Rossby
deformation radius and the dispersion relation
for Rossby waves with simple stratification.

The length scale that separates long from
short wavelength Rossby waves is called the
Rossby deformation radius. It is the intrinsic hori-
zontal length scale for geostrophic or nearly
geostrophic flows, relative to which all length
scales are compared. The Rossby radius charac-
terizes the observed mesoscale (eddy) length
scales and also the spatial decay scale of
boundary-trapped waves such as Kelvin waves
(Section 7.7.6) and the latitudinal width of equa-
torially trapped waves.

The Rossby deformation radius in an unstrat-
ified ocean is

Rg = (gH)"?/f (7.39a)
where H is the ocean depth scale. Rg is called the
barotropic Rossby deformation radius or “external”
deformation radius. Barotropic deformation
radii are on the order of thousands of kilome-
ters. In an unstratified ocean, the horizontal
velocities for geostrophic flows are the same
(in magnitude and direction) from the top of
the ocean to the bottom. In the more realistic
stratified ocean, there is a similar “barotropic
mode,” with velocities in the same direction at
all depths, and with a barotropic Rossby defor-
mation radius also given by Eq. (7.39a).

The Rossby deformation radius associated
with the ocean’s stratification is

R; = NHg/f (7.39b)

where N is the Brunt-Viisdld frequency (Eq.
7.14), and H; is an intrinsic scale height for the
flow. Ry is called the baroclinic deformation radius
(or “internal” deformation radius). “Baroclinic”
means that the velocity structure changes within
the water column, associated with isopycnal
slopes. The first baroclinic mode has a single
velocity reversal within the water column. The
vertical length scale Hy associated with the first
baroclinic mode is about 1000 m, which is the
typical pycnocline depth. (The second baroclinic
mode has two velocity reversals and hence
a shorter vertical length scale, and so on for
the higher modes.) The vertical length scale H;
associated with the first baroclinic mode is
about 1000 m, which is the typical pycnocline
depth. R; for the first baroclinic mode varies
from more than 200 km in the tropics to around
10 km at high latitudes (Figure S7.30a; Chelton
et al., 1998).

The dispersion relation (Section 8.2) for first
mode baroclinic Rossby waves is

_Bk

- = @@ 7.40
YT R+ (/R (740
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FIGURE S7.30 (a) Rossby deformation radius (km) for the first baroclinic mode. Source: From Chelton et al. (1998).
(b) Shortest period (in days) for the first baroclinic mode, based on the deformation radius in (a). Note that the annual cycle,
at 365 days, occurs around latitudes 40 to 45 degrees; poleward of this, all such waves are slower. Source: From Wunsch (2009).
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where o is the wave frequency, k and 1 are the
wavenumbers in the east-west (x) and north-
south (y) directions, B is as in Eq. (7.38), and Rg
is as given in Eq. (7.39b). Highest frequency
(shortest period) occurs at the wavelength asso-
ciated with the Rossby deformation radius
(Figure S7.31). The shortest periods vary from
less than 50 days in the tropics to more than 2
to 3 years at high latitudes (Figure S7.30b from
Wunsch, 2009). Poleward of about 40 to 45
degrees latitude there is no first baroclinic
mode at the annual cycle, so seasonal atmo-
spheric forcing cannot force the first baroclinic
mode at these higher latitudes. This results in
a fundamentally different response to atmo-
spheric variability at higher latitudes than in
the tropics and at mid-latitudes.

In much of the ocean away from the equator,
the barotropic and first baroclinic modes domi-
nate the variability, and hence the space and
timescales of the eddy field. At the equator,
a much larger set of baroclinic modes is typically
observed, resulting in much more complex
vertical velocity structure than at higher lati-
tudes. Equatorial Rossby waves are slightly
different from non-equatorial Rossby waves
since geostrophy does not hold at the equator,
but the vertical structures and behavior are
similar, with the restoring force for the equatorial
Rossby waves the same as at mid-latitude — the
change in Coriolis parameter with latitude.

7.7.5. Instability of Geostrophic Ocean
Currents

Almost all water flows are unsteady. When
gyre-scale flows break up, they do so into large
eddies, on the order of tens to hundreds of kilo-
meters in diameter or larger (see Section 14.5).
The size of the eddies is often approximately
the Rossby deformation radius. The eddies
usually move westward, like Rossby waves.

Instabilities of flows are often studied by con-
sidering a mean flow and then finding the small
perturbations that can grow exponentially. This

approach is called “linear stability theory”; it is
linear because the perturbation is always
assumed to be small relative to the mean flow,
which hardly changes at all. When perturbations
are allowed to grow to maturity, when they
might be interacting with each other and
affecting the mean flow, the study has become
nonlinear.

We define three states: stable, neutrally stable,
and unstable. A stable flow returns to its original
state after it is perturbed. A neutrally stable flow
remains as is. In an unstable flow, the perturba-
tion grows.

The two sources of energy for instabilities are
the kinetic energy and the potential energy of the
mean flow. Recall from basic physics that kinetic
energy is % mv” where m is mass and v is speed;
for a fluid we replace the mass with density p, or
just look at the quantity % v>. Also recall from
basic physics that potential energy comes from
raising an object to a height; the work done in
raising the object gives it its potential energy.
In a stratified fluid like the ocean, there is no
available potential energy if isopycnals are flat,
which means that nothing can be released. For
there to be usable or available potential energy,
isopycnals must be tilted.

Barotropic instabilities feed on the kinetic
energy in the horizontal shear of the flow. For
instance, the Gulf Stream and similar strong
currents are jet-like, with large horizontal shear.
Their speeds exceed 100 cm/sec in the center of
the jet and decay to 0 cm/sec over about 50 km
on either side of the jet. Such currents also have
large kinetic energy because of their high
speeds. The kinetic energy can be released if
special conditions on the potential vorticity
structure of the current are met. These condi-
tions are that the horizontal shear be “large
enough” compared with a restoring B-effect
(Eq. 7.38), which creates Rossby waves in the
absence of sheared flow (previous subsection).
Barotropic instabilities can be thought of as the
(unstable) waves that occur in the presence of
a horizontally sheared current and possibly
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also the B-effect; see Pedlosky (1987). The net
effect of the barotropic instability is to reduce
the size of the horizontal shear. For the Gulf
Stream, for instance, this results in decreasing
the maximum speed at the core of the jet, and
inducing flows in the opposite direction on the
outskirts of the jet. These flows look like “recir-
culations” (Section 9.3.2).

Baroclinic instabilities draw on the available
potential energy of the flow. The relatively
recent study of sub-mesoscale eddies and insta-
bilities generated in the ocean’s mixed layer is
essentially that of baroclinic instability oper-
ating on density fronts within the mixed layer
(Boccaletti et al., 2007). The fronts are strongly
tilted isopycnals, which are then subject to this
kind of potential energy release.

Baroclinic instability is peculiar to geostrophic
flows, because Earth’s rotation makes it possible
to have a mean geostrophic flow with mean tilted
isopycnals. On the other hand, barotropic insta-
bility is similar to instabilities of all sheared flows
including those without Earth’s rotation.

7.7.6. Kelvin Waves

Coastlines and the equator can support
a special type of hybrid wave called a “Kelvin
wave,” which includes both gravity wave and
Coriolis effects. Kelvin waves are “trapped” to
the coastlines and trapped at the equator, which
means that their amplitude is highest at the
coast (or equator) and decays exponentially
with offshore (or poleward) distance. Kelvin
waves are of particular importance on eastern
boundaries since they transfer information pole-
ward from the equator. They are also central to
how the equatorial ocean adjusts to changes in
wind forcing, such as during an El Nifio
(Chapter 10).

Kelvin waves propagate with the coast to the
right in the Northern Hemisphere and to the left
in the Southern Hemisphere. At the equator,
which acts like a boundary, Kelvin waves prop-
agate only eastward. In their alongshore

direction of propagation, Kelvin waves behave
just like surface gravity waves and obey the
gravity wave dispersion relation (Section 8.3).
However, unlike surface gravity waves, Kelvin
waves can propagate in only one direction.
Kelvin wave wavelengths are also very long,
on the order of tens to thousands of kilometers,
compared with the usual surface gravity waves
at the beach. Although the wave propagation
speed is high, it can take days to weeks to see
the transition from a Kelvin wave crest to
a Kelvin wave trough at a given observation
point.

In the across-shore direction, Kelvin waves
differ entirely from surface gravity waves. Their
amplitude is largest at the coast. The offshore
decay scale is the Rossby deformation radius
(Section 7.7.4).

Lastly, Kelvin wave water velocities in the
direction perpendicular to the coast are exactly
zero. The water velocities are therefore exactly
parallel to the coast. Moreover, the alongshore
velocities are geostrophic, so they are associated
with pressure differences (pressure gradient
force) in the across-shore direction.

7.8. WIND-DRIVEN
CIRCULATION: SVERDRUP
BALANCE AND WESTERN

BOUNDARY CURRENTS

The large-scale circulation in the ocean basins
is asymmetric, with swift, narrow currents along
the western boundaries, and much gentler flow
within the vast interior, away from the side
boundaries. This asymmetry is known as west-
ward intensification of the circulation; it occurs in
both the Northern and Southern Hemispheres
and in the subtropical and subpolar gyres.

The Gulf Stream is the prototype of these
western boundary currents, as the first that
was extensively studied, and as the example
for which theories of westward intensification
were developed. In a book that summarizes
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these theories, Stommel (1965) reviewed early
knowledge of the Gulf Stream, dating back to
the first explorations of the North Atlantic, and
summarized theoretical attempts to understand
it, dating back to the nineteenth century. When
the subtropical gyre and Gulf Stream were
finally modeled theoretically in the mid-twen-
tieth century, the resulting theory was breath-
takingly simple. The long delay in arriving at
this theory was due to the similarity between
the wind patterns above the subtropical North
Atlantic and the circulation — both are high
pressure systems — with anticyclonic flow
(clockwise in the Northern Hemisphere). But
the winds are clearly not westward intensified
relative to the ocean boundaries.

The primary originators of the theories that
provide our present understanding were
Harald Sverdrup, Henry Stommel, Walter
Munk, and Nicholas Fofonoff. Sverdrup (1947)
first explained the mid-ocean vorticity balance,
created by variations in Ekman transport, that
creates what we now call the “Sverdrup inte-
rior” solution (Section 7.8.1). Just a few years
earlier, Sverdrup et al. (1942) were still suggest-
ing that the Ekman transport variations would
simply pile water up in the central gyre, with
a resulting geostrophic flow around the pile.
Stommel (1948) and Munk (1950) provided the
first (frictional) explanations for the western
boundary currents (Section 7.8.2), and Fofonoff
(1954) showed how very different the circula-
tion would be without friction.

Most of the physical effects described in this
section occur because the Coriolis parameter
varies with latitude, that is, because of the
B-effect (Eq. 7.38).

7.8.1. Sverdrup Balance

The gentle interior flow of the (non-equato-
rial) oceans can be described in terms of their
meridional (north-south) direction. In the
subtropical gyres, the interior flow is toward
the equator in both the Northern and Southern

Hemispheres. In the subpolar gyres, the interior
flow is poleward in both hemispheres. These
interior flow directions can be understood
through a potential vorticity argument intro-
duced by Sverdrup (1947), so we call the appli-
cable physics the “Sverdrup balance.”

Consider a schematic of the subtropical
North Pacific (Figure S7.32). The winds at the
sea surface are not spatially uniform (Figure
5.16 and Figure 510.2 in the online supplement).
South of about 30°N, the Pacific is dominated by
easterly trade winds. North of this, it is domi-
nated by the westerlies. This causes northward
Ekman transport under the trade winds, and
southward Ekman transport under the west-
erlies. As a result, there is Ekman convergence
throughout the subtropical North Pacific
(Figures 5.16d and 510.2).

The convergent surface layer water in the
subtropics must go somewhere so there is
downward vertical velocity at the base of the
(50 m thick) Ekman layer. At some level
between the surface and ocean bottom, there
is likely no vertical velocity. Therefore there
is net “squashing” of the water columns in
the subtropical region (also called Ekman
pumping; Section 7.5.4).

This squashing requires a decrease in either
planetary or relative vorticity (Eq. 7.35). In the
ocean interior, relative vorticity is small, so plan-
etary vorticity must decrease, which results in
the equatorward flow that characterizes the
subtropical gyre (Figure 57.28).

The subpolar North Pacific lies north of the
westerly wind maximum at about 40°N. Ekman
transport is therefore southward, with
a maximum at about 40°N and weaker at higher
latitudes. Therefore there must be upwelling
(Ekman suction) throughout the wide latitude
band of the subpolar gyre. This upwelling
stretches the water columns (Eq. 7.35), which
then move poleward, creating the poleward
flow of the subpolar gyre.

The Sverdrup transport is the net meridional
transport diagnosed in both the subtropical
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FIGURE S7.32 Sverdrup
balance  circulation  (Northern
Hemisphere). Westerly and trade
winds force Ekman transport
creating Ekman pumping and
suction and hence Sverdrup
transport.

Ekman
upwelling

and subpolar gyres, resulting from planetary
vorticity changes that balance Ekman pumping
or Ekman suction.

All of the meridional flow is returned in
western boundary currents, for reasons described
in the following sections. Therefore, subtropical
gyres must be anticyclonic and subpolar gyres
must be cyclonic.

Mathematically, the Sverdrup balance is
derived from the geostrophic equations of
motion with variable Coriolis parameter f
(Eq. 7.23a,b). The x- and y-momentum equa-
tions are combined to form the vorticity equa-
tion, recalling that f = df/dy:

f(du/dx + dv/dy) + pv = 0 (7.41)
Using the continuity equation
du/dx + 0v/dy + dw/dz = 0 (7.42)
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East

Northern Hemisphere
Ekman
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(7.41) becomes the potential vorticity

Eq.

balance

Bv = fow/0dz. (7.43)

This important equation states that water
column stretching in the presence of rotation is
balanced by a change in latitude (Figure S7.28).
In Eq. (7.43), the vertical velocity w is due to
Ekman pumping. From Egs. (7.20) and (7.21):

= 6/8x(r(5’)/pf) — 6/6y(t(x>/pf)

“curl ©”

w

(7.44)

where 1 is the vector wind stress, T is the zonal
wind stress, and 1 is the meridional wind
stress. Assuming that the vertical velocity w is
zero at great depth, Eq. (7.43) can be vertically
integrated to obtain the Sverdrup balance:
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B(M<Y> _ (ﬂx)/f)) = a/ax<r(y>) _ a/ay(Tm)
= "curl t”
(7.45)

where the meridional (south-north) mass trans-
port MY is the vertical integral of the meridi-
onal velocity v times density p. The second
term on the left side is the meridional Ekman
transport. Thus, the meridional transport in the
Sverdrup interior is proportional to the wind
stress curl corrected for the Ekman transport.
The meridional transport M® is the Sverdrup
transport. A global map of the Sverdrup trans-
port integrated from the eastern to the western
boundary is shown in Figure 5.17. The size of
the integral at the western boundary gives the
western boundary current transport since
Sverdrup’s model must be closed with a narrow
boundary current that has at least one additional
physical mechanism beyond those in the
Sverdrup balance (a shift in latitude because of
water column stretching driven by Ekman trans-
port convergence). Physics of the boundary
currents are discussed in the following sections.

7.8.2. Stommel’s Solution: Westward
Intensification and Western Boundary
Currents

In the late 1940s, Henry Stommel (1948)
added simple linear friction to Sverdrup’s

model of the gentle interior flow in a basin
with eastern and western boundaries (Section
7.8.1). Mathematically this is an addition of
dissipation of potential vorticity Q on the
right-hand side of Eq. (7.37). The remarkable
result was that the returning flow can only be
in a narrow jet along the western boundary
(Figure S7.33). The potential vorticity balance
in this jet is change in planetary vorticity
balanced by bottom friction.

Figure 57.33a shows the ocean circulation if
there were no latitudinal variation in Coriolis
parameter (no B-effect; Stommel, 1965). This
is the solution if Earth were a rotating, flat
disk with westerlies in the north and trades
in the south. In this solution, the potential
vorticity input from the wind cannot be
balanced by a change in latitude, so the flow
builds up relative vorticity (negative sign)
that is balanced throughout the basin by
bottom friction; the Sverdrup balance (Eq.
7.40) cannot apply. In Figure S7.33b, for the
realistic spherical Earth with a B-effect, the
flow is southward throughout the interior
(Sverdrup balance), and returns northward in
a swift jet on the western boundary. This
idealized circulation resembles the Gulf
Stream and Kuroshio subtropical gyres in
which the Gulf Stream and Kuroshio are the
narrow western boundary currents returning
all southward Sverdrup interior flow back to
the north.
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FIGURE S7.33 Stommel’s wind-driven circulation solution for a subtropical gyre with trades and westerlies like the
central latitudes of Figure 57.32: (a) surface height on a uniformly rotating Earth and (b) westward intensification with the

B-effect. After Stommel (1965).
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Stommel’s frictional solution is somewhat
unrealistic since the friction is between the
boundary current and the ocean bottom. This
means that the wind-driven flow must reach
to the ocean bottom. However, with stratifica-
tion, it is not at all obvious that the circulation
reaches so deep (although in fact one character-
istic of strong western boundary currents such
as the Gulf Stream system is that the narrow
current does reach to the bottom even if the
Sverdrup interior flow does not). A subsequent
study by Walter Munk avoids this restriction
and still yields westward intensification, as
seen next.

s WEAK EASTERLIES."- 7

DESCRIPTIVE OCEAN CIRCULATION

7.8.3. Munk’s Solution: Western

Boundary Currents

A few years after Stommel’s work, Walter
Munk considered the effect of more realistic
friction on the ocean gyre circulations between
the currents and the side walls rather than
between the currents and the ocean bottom.
Munk’s (1950) result was very similar to
Stommel’s result, predicting westward intensifi-
cation of the circulation. A narrow, swift jet
along the western boundary returns the
Sverdrup interior flow to its original latitude
(Figure S7.34).
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FIGURE §87.34 Munk’s wind-driven circulation solution: zonal wind profiles on left and circulation streamlines in the

center. After Munk (1950).
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How does the potential vorticity balance
work in Munk’s model (which is combined
with Sverdrup’s model)? Why do we find the
boundary current on the western side rather
than the eastern side, or even within the middle
of the basin (if considering Stommel’s bottom
friction)? In the Sverdrup interior of a subtrop-
ical gyre, when the wind causes Ekman pump-
ing, the water columns are squashed, they
move equatorward to lower planetary vorticity.

North

A Input
positive
relative
vorticity

Q 14

(a)

T TAA

Frictional western boundary
layer (Munk, 1950): input of
positive relative vorticity allows
northward boundary current
(increasing planetary vorticity)

57

To return to a higher latitude, there must be
forcing that puts the higher vorticity back into
the fluid. This cannot be in the form of planetary
vorticity or very, very narrow wind forcing,
since the first is already contained in the
Sverdrup balance, and the second is unphysical
except in one or two extremely special locations
(e.g., Arabian coast, Chapter 11). Therefore, the
input of vorticity must affect the relative
vorticity.

FIGURE S§7.35 (a) Vorticity
balance at a western boundary,
with side wall friction (Munk’s
model). (b) Hypothetical eastern
boundary  vorticity  balance,
showing that only western bound-
aries can input the positive relative
vorticity required for the flow to
move northward.

East

Western boundary (coastline)

Frictional
boundary
layer
Western boundary current

(b) What happens if the boundary current is on
the eastern boundary? Input of negative
relative vorticity cannot allow northward boundary
current. This solution is not permissible as a
balance for southward Sverdrup interior flow.
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Southward interior
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Southward interior
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Consider a western boundary current for
a Northern Hemisphere subtropical gyre
(Figure S7.35), with friction between the current
and the side wall (Munk’s model). The effect of
the side wall is to reduce the boundary current
velocity to zero at the wall. Therefore, the
boundary current has positive relative vorticity.
This vorticity is injected into the fluid by the fric-
tion at the wall, and allows the current to move
northward to higher Coriolis parameter f. (Note
that there is negative relative vorticity in the
boundary current offshore of its maximum
speed, but the current changes much more
slowly and the negative relative vorticity there
is much lower than the positive relative vorticity
at the boundary.) On the other hand, if the
narrow jet returning flow to the north were on
the eastern boundary, the side wall friction
would inject negative relative vorticity, which
would make it even more difficult for the
boundary current fluid to join the interior flow
smoothly. Therefore, vorticity arguments
require that frictional boundary currents be on
the western boundary. The reader can go
through this exercise for subpolar gyres as
well as for both types of gyres in the Southern
Hemisphere and will find that a western
boundary current is required in all cases.

7.8.4. Fofonoff’s Solution: Large-Scale
Inertial Currents

In one further important simplified approach
to large-scale ocean circulation, Nicholas Fofon-
off, in 1954, showed that circulation can arise as
a free, unforced mode. The idea is that a very
small amount of wind, with very little friction
anywhere in the system, could set up such
a circulation. Indeed, aspects of the Fofonoff
solution are found in highly energetic regions,
such as in the neighborhood of the Gulf Stream
(which in actuality is not highly frictional, and
which is stronger than predicted from the
Sverdrup interior balance). This type of circula-
tion is called an “inertial circulation.” It is

easiest to describe using Fofonoff’s own figure
(Figure S57.36).

In the Fofonoff circulation, there is no
Sverdrup interior with flow moving northward
or southward. The interior flow is exactly zonal
(east-west). This is because there is no wind input
of vorticity, so flow cannot change latitude since
it would then have to change its planetary
vorticity. This exact zonality therefore results
from the B-effect. However, there are strong
boundary currents on both the western and
eastern boundaries, and there can be strong,
exactly zonal jets crossing the ocean in its interior.

How do these strong currents with so much
relative vorticity connect to each other?
Consider westward flow across the middle of
the ocean, as illustrated in Figure S7.36. This rea-
ches the western boundary and must somehow
get back to the eastern boundary to feed back
into the westward flow. It can do this by moving
along the western boundary in a very narrow
current that has a large amount of relative
vorticity. This current can be to either the north
or the south. Suppose it is to the north. Then the
relative vorticity of this frictionless current is
positive, allowing it to move to higher latitude.
It then jets straight across the middle of the
ocean, reaches the eastern boundary, and moves
southward, feeding into the westward flow in
the interior. There is no net input of vorticity
anywhere in this model (no wind, no friction).

Following the Sverdrup, Stommel, Munk,
and Fofonoff models, a number of theoretical
papers explored various combinations of the
different types of friction, inertia, and boundary
geometries on the mean ocean flow, but their
results can all be understood in terms of these
basic models. Some of the earliest ocean circula-
tion models (Veronis, 1966; Bryan, 1963) illus-
trated the dynamical processes for various
strengths of friction and inertia. Further real
breakthroughs in theoretical understanding of
wind-driven ocean circulation occurred thirty
to forty years later, with treatment of the effect
of stratification, as discussed next.
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FIGURE S§7.36 Inertial circulation, in the absence of friction and wind, but in the presence of the B-effect. Source: From
Fofonoff (1954).

7.8.5. Wind-Driven Circulation in down into the ocean, mostly along very gradually
a .S;ra..ti fied Ocean sloping isopycnals. Where streamlines of flow are

connected to the sea surface, we say the ocean is
What happens to the wind-driven circulation  directly ventilated (Figure S7.37). Where there is
theories in a stratified ocean? Water moves Ekman pumping (negative wind stress curl), the
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Sverdrup interior flow is equatorward (Section
7.8.1). Water columns at the local mixed layer
density move equatorward and encounter less
dense water at the surface. They slide down into
the subsurface along isopycnals, still moving
equatorward. This process is called subduction
(Luyten, Pedlosky, & Stommel, 1983), using
a term borrowed from plate tectonics. The sub-
ducted waters then flow around the gyre and
enter the western boundary current if they do
not first enter the tropical circulation. The
details of this process are beyond the scope of
this text.

FIGURE S7.37 (a) Subduction ( a)
schematic (Northern Hemisphere).

(b) Streamlines for idealized
subduction on an isopycnal
surface. The light gray regions are
the western pool and eastern
shadow zone, where streamlines
do not connect to the sea surface.
The heavy dashed contour is
where the isopycnal meets the sea
surface (surface outcrop); in the
dark gray area there is no water of
this density. After Williams (1991). w

Latitude (degree)

In each subducted layer, there can be three
regions (Figure S7.37): (1) a ventilated region con-
nected from the sea surface as just described, (2)
a western unventilated pool with streamlines
that enter and exit from the western boundary
current without entering the surface layer, and
(3) an eastern quiet (shadow) zone between the
easternmost subducting streamline and the
eastern boundary. A continuous range of
surface densities is found in the subtropical
gyre; the water column is directly ventilated
over this full range, with waters at each density
coming from a different sea-surface location

ABYSSAL

Ventilated
region

Longitude (degree)
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depending on the configuration of streamlines
on that isopycnal. This is called the “ventilated
thermocline”; in water mass terms, this process
creates the Central Water. The maximum
density of the ventilated thermocline is set by
the maximum winter surface density in the
subtropical gyre (Stommel, 1979). This usually
occurs at the most poleward edge of the gyre,
around 40 to 50 degrees latitude. The
maximum depth of the ventilated thermocline
is the depth of this densest isopycnal, and is
between 500 and 1000 m depending on the
ocean (see Chapters 9—11).

Subducting waters can leave the surface layer
in two distinct ways: they can be pushed down-
ward along isopycnals by Ekman pumping, and
they can also be included in the subsurface layer
through seasonal warming and cooling of the
surface layer while they flow southward. In
winter the surface layer is of uniform density.
Entering spring and summer, this is glazed
over by a surface layer of much lower density.
All the while the geostrophic flow is southward.
When the next winter arrives, the water column
is farther south and winter cooling does not
penetrate down to it. Therefore it has effectively
entered the subsurface flow and does not
re-enter the surface layer until it emerges from
the western boundary, possibly many years
later. Therefore the properties of the subsurface
flows are set by the late winter conditions. The
other seasons have no impact other than to
provide seasonal isolation of the winter layer
until it has subducted. Stommel (1979) called
this phenomenon the “Ekman demon,” analo-
gous to Maxwell’s demon of thermodynamics,
which is a thought experiment about separating
higher and lower energy molecules.

The opposite of subduction is obduction, bor-
rowed again from plate tectonics by Qiu and
Huang (1995). In obducting regions, waters
from subsurface isopycnals come up and into
the surface layer. These are generally upwelling
regions such as the cyclonic subpolar gyres and
the region south of the ACC.

Wind-driven circulation occurs in unventi-
lated stratified regions as well. It is most
vigorous in regions connected to the western
boundary currents where water can enter and
exit the western boundary. In these regions,
the western boundary currents and their sepa-
rated extensions usually reach to the ocean
bottom. In a region that is closer and closer to
the western boundary with increasing depth,
there can be a closed circulation region that
connects in and out of the western boundary
without connection to the sea surface; such
regions are characterized by constant potential
vorticity (stretching and planetary portions
only, or f/H). These dynamics are beyond the
scope of this text.

7.9. WIND-DRIVEN
CIRCULATION: EASTERN
BOUNDARY CURRENTS AND
EQUATORIAL CIRCULATION

7.9.1. Coastal Upwelling and Eastern
Boundary Currents

The eastern boundary regions of the subtrop-
ical gyres have strong but shallow flow that is
dynamically independent of the open ocean
gyre regimes. Upper ocean eastern boundary
circulation is driven by alongshore wind stress
that creates onshore (or offshore) Ekman trans-
port that creates upwelling (or downwelling;
Section 7.5.4). Beneath or inshore of the equator-
ward eastern boundary currents there is a pole-
ward undercurrent or countercurrent. Coastal
upwelling systems are not restricted to eastern
boundaries; the southern coast of the Arabian
peninsula has the same kind of system. These
circulations are fundamentally different from
western boundary currents, which are tied to
potential vorticity dynamics (Section 7.8).

The classical explanation of eastern boundary
currents is that equatorward winds force Ekman
flow offshore, which drives a shallow upwelling
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(on the order of 200 m deep) in a very narrow
region adjacent to the coast (on the order of
10 km; Figure S7.13c). The upwelling speed is
about 5—10m/day. Because of stratification,
the source of upwelled water is restricted to
layers close to the sea surface, usually between
50 and 300 m.

The zone of coastal upwelling can be
extended to more than 100 km offshore by an
increase in longshore wind strength with
distance offshore; this is observed in each
eastern boundary upwelling system due to
topographic steering of the winds by the
ocean—land boundary. The offshore Ekman
transport therefore increases with distance
offshore, which requires upwelling through
the whole band (Bakun & Nelson, 1991). The
zone is identified by positive wind stress curl,
notably in the California Current and Peru-
Chile Current regions and the Arabian
upwelling zone (Figure 5.16d).

Upwelled water is cooler than the original
surface water. It originates from just below the
euphotic zone and therefore is also rich in nutri-
ents, which results in enhanced biological
productivity characterized by high chlorophyll
content (Section 4.6). Cool surface temperatures
and enhanced biological productivity are clear
in satellite images that record sea-surface
temperature and ocean color (Figure 4.28).

Upwelling is strongly seasonal, due to sea-
sonality in the winds. Onset of upwelling can
be within days of arrival of upwelling-favorable
winds. In one example, off the coast of Oregon,
the surface temperature dropped by 6°C in two
days after a longshore wind started.

Coastal upwelling is accompanied by a rise in
upper ocean isopycnals toward the coast (Figure
7.6). This creates an equatorward geostrophic
surface flow, the eastern boundary current. These
currents are narrow (<100 km width and near
the coast), shallow (upper 100m), strong
(40—80 cm/sec), and strongly seasonal. The
actual flow in an eastern boundary current
system includes strong, meandering eddies

and offshore jets/filaments of surface water,
often associated with coastline features such as
capes (Figure 10.6). Actual eastern boundary
currents are some distance offshore at the axis
of the upwelling front created by the offshore
Ekman transport.

Poleward undercurrents are observed at about
200 m depth beneath the equatorward surface
currents in each eastern boundary upwelling
system. When upwelling-favorable winds
weaken or disappear, the equatorward flow
also disappears and the poleward undercurrent
extends up to the surface (there is no longer an
undercurrent). Poleward undercurrents are
created mainly by the alongshore pressure
gradient that drives the onshore subsurface
geostrophic flow that feeds the upwelling. There
may also be a contribution from positive wind
stress curl throughout the eastern boundary
region that leads to poleward Sverdrup trans-
port (Section 7.8.1; Hurlburt & Thompson,
1973).

The only ocean without an equatorward
eastern boundary current is the Indian Ocean.
The Leeuwin Current along the west coast of
Australia flows poleward, even though the
winds are upwelling favorable and would drive
a normal eastern boundary current there in the
absence of other forces. However, there is
a much larger poleward pressure gradient force
along this boundary than along the others, due
to the flow of water westward through the Indo-
nesian archipelago from the Pacific to the Indian
Ocean.

7.9.2. Near-Surface Equatorial
Currents and Bjerknes Feedback

Circulation within about 2 degrees latitude of
the equator is very different from non-equato-
rial circulation because the Coriolis parameter
f vanishes at the equator. The narrowness of
this equatorial influence, that is, the equatorial
baroclinic deformation radius, is set by the vari-
ation in Coriolis parameter with latitude and the
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stratification of the ocean. Equatorial circulation
is driven by easterly trade winds in the Pacific
and Atlantic and by the seasonally reversing
monsoonal winds in the Indian Ocean. We
describe here only the equatorial circulation
that results from trade winds.

Since the Coriolis parameter vanishes and
there is no frictional Ekman layer, the easterly
trade winds drive equatorial surface flow due
westward in a frictional surface layer (Figure
S7.38a). The westward surface current is
shallow (50 to 100 m) and of medium strength
(10 to 20 cm/sec). In each of the three oceans,
this westward surface flow is a part of the
South Equatorial Current. The water piles up
gently in the west (to about 0.5 m height) and
leaves a depression in the east. This creates
an eastward pressure gradient force (from
high pressure in the west to low pressure in
the east). The pressure gradient force drives
an eastward flow called the Equatorial Under-
current (EUC). The EUC is centered at 100 to
200 m depth, just below the frictional surface
layer. The EUC is only about 150 m thick. It is
among the strongest ocean currents
(>100 cm/sec). (See illustrations of the Pacific
EUC in Section 10.7.3 and of the Atlantic EUC
in Section 9.4.)

The pileup of waters in the western equato-
rial region results in a deepened pycnocline
called the warm pool and a shallow pycnocline
in the eastern equatorial region. Coriolis effects
become important a small distance from the
equator; the resulting off-equatorial Ekman
transport enhances upwelling in the equatorial
band. This creates upwelling along the equator
and shoaling of the pycnocline toward the
equator that drives a westward, nearly
geostrophic flow at the sea surface. This
broadens the frictional westward flow found
right on the equator.

Upwelling in the eastern equatorial region
draws cool water to the surface because of the
shallow thermocline there. This creates a cold
surface feature along the equator called the cold

tongue (see the sea-surface temperature map in
Figure 4.1). Because of the thickness of the
warm pool in the west, even intense upwelling
cannot cause cold surface temperatures. The
warm pool’s high surface temperature, in excess
of 28 °C, is maintained through radiative equilib-
rium with the atmosphere (Jin, 1996).

The east-west contrast in temperature along
the equator maintains the atmosphere’s Walker
circulation, which has ascending air over the
warm pool and descending over the eastern
colder area. The Walker circulation is an impor-
tant part of the trade winds that creates the
warm pool and cold tongue, so there can be
a feedback between the ocean and atmosphere;
this is called the Bjerknes feedback (Bjerknes,
1969; Figure S7.38b). If something weakens the
trade winds, as at the beginning of an El Nifio
event (Chapter 10), the westward flow at the
equator weakens and upwelling weakens or
stops. Surface waters in the eastern regions
therefore warm. Water in the deep warm pool
in the west sloshes eastward along the equator,
thinning the pool. The change in sea-surface
temperature weakens the Walker circulation/
trade winds even more, which further exacer-
bates the ocean changes. This is an example of
a positive feedback.

In the Indian Ocean, the prevailing equatorial
winds are monsoonal, meaning that trade winds
are only present for part of the year. This creates
seasonally reversing equatorial currents and
inhibits the formation of the warm pool/cold
tongue structure. The Indian Ocean sea-surface
temperature is high at all longitudes.

7.10. BUOYANCY
(THERMOHALINE) FORCING AND
ABYSSAL CIRCULATION

Heating and cooling change the ocean’s
temperature distribution, while evaporation,
precipitation, runoff, and ice formation change
the ocean’s salinity distribution (Chapters 4
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(a) Normal Conditions
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FIGURE S7.38 (a) Schematic of upper ocean equatorial circulation (large white arrows), surface temperature (red is
warm, blue is cold), and thermocline depth and upwelling, driven by the Walker circulation (“convective loop”). Source:
From NOAA PMEL (2009b). (b) “Bjerknes feedback” between the trade wind strength and zonal (east-west) difference in
tropical surface temperature. (Arrows mean that increase in one parameter results in an increase in the second parameter.) In
this positive feedback loop, increased trade winds cause a larger sea-surface temperature difference, which in turn increases

the trade wind strength.

and 5). Collectively, these are referred to as
buoyancy, or thermohaline, forcing. Buoyancy
processes are responsible for developing the
ocean’s stratification, including its abyssal
properties, pycnocline, thermocline, halocline,
and upper layer structure (other than in wind-
stirred mixed layers). Advection by currents
also changes temperature and salinity locally,
but it cannot change the overall inventory of
either.

Abyssal circulation refers to the general cate-
gory of currents in the deep ocean. The overturn-
ing circulation, also called the thermohaline
circulation, is the part of the circulation associ-
ated with buoyancy changes, and overlaps
spatially with the wind-driven upper ocean
circulation; it also includes shallow elements

that are independent of the abyssal circulation.
In the overturning circulation, cooling and/or
salinification at the sea surface causes water to
sink. This water must rise back to the warm
surface, which requires diffusion of heat (buoy-
ancy) downward from the sea surface. The
source of eddy diffusion is primarily wind and
tidal energy. Thus aspects of the thermohaline
circulation depend on the magnitude of non-
buoyancy processes through the eddy diffu-
sivity (Wunsch & Ferrari, 2004).

Studies of the overturning circulation
originated in the 1800s and early 1900s with
German, British, and Norwegian oceanogra-
phers. J. Sandstrdom (1908) presented experi-
ments and ideas about the simplest overturning
cells driven by high-latitude cooling and a deep
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tropical warm source that we now identify with
downward heat diffusion (see Figure S7.40).
H. Stommel, in the 1960s, produced a series of
elegant papers on abyssal flow driven by isolated
sources of deep water and broad scale upwelling
that returns the water back to the upper ocean
(Section 7.10.2). At the same time, Stommel pre-
sented simple theories of the complementary
idea of ocean flows driven by very large-scale
density contrasts (warm, saline tropics and
cold, fresh poles: Section 7.10.3).

7.10.1. Buoyancy Loss Processes
(Diapycnal Downwelling)

Water becomes denser through net cooling,
net evaporation, and brine rejection during
sea ice formation. We have already described
brine rejection (Section 3.9.2); it is responsible
for creating the densest bottom waters in the
global ocean (Antarctic Bottom Water and parts
of the Circumpolar Deep Water) and also in the
regional basins where it is operative (Arctic
Ocean, Japan Sea, etc.). Here we focus on
convection created by net buoyancy loss in the
open ocean, when surface water becomes
denser than water below, and advects and
mixes downward. Convection creates a mixed
layer, just like wind stirring (Section 7.3).
However, a convective mixed layer can be
hundreds of meters thick by the end of winter,
whereas a wind-stirred mixed layer is limited
to about 150 m by the depth of wind-driven
turbulence.

Convection happens on different timescales.
Diurnal (daily) convection occurs at night in
areas where the surface layer restratifies
strongly during the day. During the annual
cycle, cooling wusually starts around the
autumnal equinox and continues almost until
the spring equinox. The resulting convection
eats down into the surface layer, reaching
maximum depth and density at the end of
winter when the cumulative cooling reaches its
maximum (February—March in the Northern

Hemisphere and August—September in the
Southern Hemisphere).

Ocean convection is usually driven by
surface cooling. Excess evaporation can also
create convection, but the latent heat loss asso-
ciated with evaporation is usually stronger.
“Deep” convection is a loose term that usually
refers to creation of a surface mixed layer that
is thicker than about 1000 m. Deep convection
has three phases: (1) preconditioning (reduc-
tion in stratification), (2) convection (violent
mixing), and (3) sinking and spreading. Pre-
conditioning for deep convection includes
reduced stratification through the water
column and some sort of dynamical feature
that allows stratification to become even
more. The convection phase occurs when there
is large heat loss, usually due to high wind
speeds along with very cold, dry air usually
blowing from the land. Adjustment or restrati-
fication, followed by spreading, occurs as the
convective features collapse (Killworth, 1983;
Marshall & Schott, 1999.)

Convective regions have a typical structure
(Figure S7.39). These include: (1) a chimney,
which is a patch of tens to more than hundreds
of kilometers across within which precondi-
tioning can allow convection and (2) convec-
tive plumes that are the actual sites of
convection and are about 1 km or less across
(Killworth, 1979; Marshall & Schott, 1999).

Chimney (50-100 km) Stratified water

Mixed water

Plumes (< 1 km)

Eddies (~10 km)

FIGURE S7.39 Processes in a deep convection region.
After Marshall and Schott (1999).
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The plumes are about the same size across as
they are deep. It is not yet clearly known
what the vertical velocity structure is within
the convective plumes. Observations in the
Labrador Sea have suggested that there is
more downward motion than upward motion,
and that the required upward motion might
occur more slowly over a broader area within
the chimney:.

Deep convection occurs only in a few special
locations around the world: Greenland Sea, Lab-
rador Sea, Mediterranean Sea, Weddell Sea,
Ross Sea, and Japan (or East) Sea. These sites,
with the exception of the isolated Japan Sea,
ventilate most of the deep waters of the global
ocean. (The denser bottom waters, particularly
in the Southern Hemisphere, result from the
brine rejection process around Antarctica.)

7.10.2. Diapycnal Upwelling
(Buoyancy Gain)

The structure of the basin and global scale
overturning circulations depends on both the
amount of density increase in the convective
source regions and the existence of a buoyancy
(heat) source at lower latitudes that is at least
as deep as the extent of the cooling (Sandstrom,
1908; Figure S7.40). Since there are no significant
local deep heat sources in the world ocean,
waters that fill the deep ocean can only return
to the sea surface as a result of diapycnal eddy
diffusion of buoyancy (heat and freshwater)

\Up
Heating

Coolin
—_— —p

~a

—

Poleward

Warming through
diffusion

- —

Equatorward

FIGURE S7.40 The role of vertical (diapycnal) diffusion
in the MOC, replacing Sandstrom’s (1908) deep tropical
warm source with diapycnal diffusion that reaches below
the effect of high latitude cooling.

downward from the sea surface (Sections 5.1.3
and 7.3.2).

Munk’s (1966) diapycnal eddy diffusivity
estimate of ky =1 x 10~* m?/sec (Section 7.3.2)
was based on the idea of isolated sources of
deep water and widespread diffusive upwelling
of this deep water back to the surface. From all
of the terms in the temperature and salt equa-
tions (7.12 7.13), Munk assumed that most of
the ocean is dominated by the balance

vertical advection = vertical diffusion (7.46a)

w dT/dz = 8/9z(xydT/dz) (7.46Db)

Munk obtained his diffusivity estimate from an
average temperature profile and an estimate of
about 1cm/day for the upwelling velocity w,
which can be based on deep-water formation
rates and an assumption of upwelling over the
whole ocean. The observed diapycnal eddy
diffusivity in the open ocean away from bound-
aries is an order of magnitude smaller than
Munk’s estimate, which must be valid for the
globally averaged ocean structure. This means
that there must be much larger diffusivity in
some regions of the ocean — now thought to be
at the boundaries — at large seamount and island
chains, and possibly the equator (Section 7.3).

7.10.3. Stommel and Arons’ Solution:
Abyssal Circulation and Deep Western
Boundary Currents

Deep ocean circulation has been explained
using potential vorticity concepts that are very
familiar from Sverdrup balance (Section 7.8.1).
Stommel (1958), Stommel, Arons, and Faller
(1958), and Stommel & Arons (1960a,b) consid-
ered an ocean with just two layers, and solved
only for the circulation in the bottom layer.
They assumed a source of deep water at the
northernmost latitude, and then assumed that
this water upwells uniformly (at the same rate)
everywhere (Figure S7.41). This upwelling
stretches the deep ocean water columns.
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(a) //

(b)

So

FIGURE S7.41 (a) Abyssal circulation model. After Stommel and Arons (1960a). (b) Laboratory experiment results looking
down from the top on a tank rotating counterclockwise around the apex (So) with a bottom that slopes towards the apex.
There is a point source of water at So. The dye release in subsequent photos shows the Deep Western Boundary Current, and
flow in the interior Si beginning to fill in and move towards So. Source: From Stommel, Arons, & Faller (1958).

Stretching requires a poleward shift of the water
columns to conserve potential vorticity (Eq.
7.35). The predicted interior flow is therefore
counterintuitive — it runs toward the deep-
water source. (Actual abyssal flow is strongly
modified from this by the major topography
that modifies the B-effect by allowing stretched
columns to move toward shallower bottoms
rather than toward higher latitude.)

Deep Western Boundary Currents (DWBCs)
connect the isolated deep-water sources and

the interior poleward flows. Whereas unambig-
uous poleward flow is not observed in the deep
ocean interior (possibly mostly because of
topography), DWBCs are found where they
are predicted to occur by the Stommel and
Arons abyssal circulation theory (Warren,
1981). One such DWBC runs southward beneath
the Gulf Stream, carrying dense waters from the
Nordic Seas and Labrador Sea. Swallow and
Worthington (1961) found this current after
being convinced by Stommel to go search for
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it. Maps from the 1920s Meteor expedition
(Wiist, 1935) show the large-scale consequences
of this particular DWBC for deep salinity and
oxygen distributions over the whole length of
the Atlantic (see Chapter 9). Stommel’s (1958)
map (Figure 57.42), revisited later by Kuo and
Veronis (1973) using a numerical ocean model,
shows the conceptual global pattern of DWBCs
and abyssal circulation, including the deep-
water source in the northern North Atlantic
(the source of North Atlantic Deep Water,
Chapter 9) and in the Antarctic (the source of
Antarctic Bottom Water, Chapter 13).

7.10.4. Thermohaline Oscillators:

Stommel’s solution

An entirely different approach to the MOC
from the Stommel-Arons abyssal circulation
model considers changes in overturn associated
with changing rates of dense water production.
The prototype of these models is a very simple
reduction of the ocean to just a few boxes, and
was also developed by Stommel (1961), who
can be appreciated at this point as a giant of
ocean general circulation theory. Such box
models show how even the simplest model of
climate change, for example, can lead to

FIGURE S7.42 Global abyssal
circulation model, assuming two
deep water sources (filled circles
near Greenland and Antarctica).
Source: From Stommel (1958).
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complex results. In this case, multiple equilibria
result, that is, the system can jump suddenly
between quite different equilibrium states.

Stommel (1961) reduced the ocean to two
connected boxes representing dense, cold,
fresh high latitudes and light, warm, saltier
low latitudes (Figure S7.43). The boxes are con-
nected, with the amount of flow between them
dependent on the density difference between
the boxes. (This is a simplification of sinking
of dense water to the bottom and flowing
toward a region of lower bottom density, to
be fed in turn by upwelling in the lower
density box, and return flow at the sea surface.)
In each box, the temperature and salinity are
set by (1) flux of water between the boxes (ther-
mohaline circulation) that depends on the
density difference between the boxes and (2)
restoring temperature and salinity to a basic
state over some set time period. Then the
effects on the flow between the boxes of slow
heating and cooling, or of freshwater fluxes
(evaporation and precipitation for instance),
are studied.

Stommel (1961) found that several different
thermohaline circulation strengths exist for
a given set of choices of model parameters
(externally imposed temperature and salinity,
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Warming Cooling
Evaporation Freshening
(a) |
| >
surface flow
T,S
LSl T Sy
bottom flow
4 |

Low latitudes

(b)

North Atlantic SST

High latitudes

North Atlantic SST

A -
>

High latitude Freshwater input

A -
>
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FIGURE S7.43 (a) Schematic of the Stommel (1961) two-box model of the meridional overturning circulation. The
direction of the arrows assumes that the higher latitude box (blue) has higher density water. Each box is well mixed. (b)
Schematic of the hysteresis in North Atlantic sea-surface temperature resulting from hysteresis in MOC strength. The
starting point in freshwater is denoted by 1; starting at lower freshwater, hence higher salinity, in the left panel. Freshening is
denoted by the blue arrow, with the same total amount in both panels. Salinification is denoted by red arrow, and should be
exactly opposite to the freshwater arrow. In the left panel, starting at higher salinity, the freshening allows the system to
remain on the top branch, and so subsequent evaporation returns the system to original state. In the right panel, with
a fresher starting point, the same freshening causes transition to lower curve (2), and subsequent evaporation returns system
to a different state, denoted by 3. After Stocker and Marchal (2000).

restoration timescales for temperature and
salinity, and factor relating the flow rate to the
density difference between the boxes). As the
basic state was slowly changed, perhaps by
reduction of the basic high-latitude salinity

(which reduces its density), the flow rate slowly
changed and then suddenly jumped to
a different equilibrium rate. When the basic
state salinity was then slowly increased, the
system jumped back to a higher flow rate but
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at a very different basic salinity than during its
decreasing phase. Thus this system exhibits
hysteresis: it has different equilibrium states
depending on whether the state is approached
from a much higher salinity or a much lower
salinity.

The  coupled atmosphere-sea-ice-land-
physics-biology-chemistry climate system is
far more complex than the two simple boxes in
this very simple Stommel oscillator model. Yet
its multiple equilibria and hysteresis behavior
have been useful in demonstrating the potential
for abrupt and relatively large changes in
climate and, more specifically, for interpretation
of numerical models of the changes in overturn-
ing circulation that could result from changes in
external forcing.
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