Chapter 6
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/ * processes[] is an array of process activation records, 
  stored in order of priority, with processes[0] being 
  the highest-priority process */
Activation_record processes[NPROCESSES];

void RMA(int current) { /* current = currently executing 
  process */
  int i;
  /* turn off current process (may be turned back on) */
  processes[current].state = READY_STATE;
  /* find process to start executing */
  for (i = 0; i < NPROCESSES; i++)
    if (processes[i].state == READY_STATE) {
      /* make this the running process */
      processes[i].state == EXECUTING_STATE;
      break;
    }
}
Figure 6.13 C code for earliest-deadline-first scheduling.

```c
/* linked list, sorted by deadline */
Activation_record *processes;
/* data structure for sorting processes */
Deadline_tree *deadlines:

void expired_deadline(Activation_record *expired)
    remove(expired); /* remove from the deadline-sorted list */
    add(expired, expired->deadline); /* add at new deadline */
}

void EDF(int current) { /* current = currently executing process */
    int i;
    /* turn off current process (may be turned back on) */
    processes->state = READY_STATE;
    /* find process to start executing */
    for (allink = processes; allink != NULL; allink = allink->next_deadline)
        if (processes->state == READY_STATE) {
            /* make this the running process */
            processes->state == EXECUTING_STATE;
            break;
        }
}
```
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<table>
<thead>
<tr>
<th>Name</th>
<th>ECU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose</td>
<td>Engine controller for fuel-injected engine</td>
</tr>
<tr>
<td>Inputs</td>
<td>Throttle, RPM, intake air volume, intake manifold pressure</td>
</tr>
<tr>
<td>Outputs</td>
<td>Injector pulse width, spark advance angle</td>
</tr>
<tr>
<td>Functions</td>
<td>Compute injector pulse width and spark advance angle as a function of throttle, RPM, intake air volume, intake manifold pressure</td>
</tr>
<tr>
<td>Performance</td>
<td>Injector pulse updated at 2-ms period, spark advance angle updated at 1-ms period</td>
</tr>
<tr>
<td>Manufacturing cost</td>
<td>Approximately $50</td>
</tr>
<tr>
<td>Power</td>
<td>Powered by engine generator</td>
</tr>
<tr>
<td>Physical size and weight</td>
<td>Approx 4 in × 4 in, less than 1 pound.</td>
</tr>
<tr>
<td>Signal</td>
<td>Variable name</td>
</tr>
<tr>
<td>------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Throttle</td>
<td>T</td>
</tr>
<tr>
<td>RPM</td>
<td>NE</td>
</tr>
<tr>
<td>Intake air volume</td>
<td>VS</td>
</tr>
<tr>
<td>Injector pulse width</td>
<td>PW</td>
</tr>
<tr>
<td>Spark advance angle</td>
<td>S</td>
</tr>
<tr>
<td>Intake air temperature</td>
<td>THA</td>
</tr>
<tr>
<td>Exhaust oxygen</td>
<td>OX</td>
</tr>
<tr>
<td>Battery voltage</td>
<td>+B</td>
</tr>
</tbody>
</table>

Figure 6.38 Periods for data in the engine controller.
Figure 6.39 Class diagram for the engine controller.
Figure 6.40 State diagram for throttle position sensing.
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Figure 6.42 State diagram for spark advance angle.
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Task graph

<table>
<thead>
<tr>
<th>Task</th>
<th>Deadline</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
</tr>
</tbody>
</table>

Task rates

<table>
<thead>
<tr>
<th>Process</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>2</td>
</tr>
<tr>
<td>P2</td>
<td>1</td>
</tr>
<tr>
<td>P3</td>
<td>4</td>
</tr>
</tbody>
</table>
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