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CHAPTER 14

Some Issues in Statistical Applications - an Overview




14.1  Introduction


14.2 graphical methods


14.3 Outliers


14.4 Assumptions verification


14.5 modeling issues


14.6 Parametric vs. nonparametric analysis

14.7 Tying all together


14.8 Conclusion









Exercises 14.2

14.2.1.

The following is a scatter plot of the data.
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The sample correlation coefficient is 0.3249, indicating a mild positive correlation.

14.2.3.
(a) The following is a scatter plot of the data.
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(b) r = 0.9918.

(c) The following is a Q-Q plot of revenue versus expenditure.
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(d) From the scatter plot being close to a line and r = 0.9918 we see that there is a strong positive liner relationship between revenue and expenditure. From the Q-Q plot we see that the quantiles fall nearly along the 45 degree line. Thus, we may conjecture that the revenue and the expenditure have the same probability distribution.

14.2.5.

The following is the dot plot for this data.
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The above dot plot suggests the distribution of the median house prices is skewed towards the left, because most of the observations are to the left.

Exercises 14.3

14.3.1.
(a) The following table summarizes the z score, the modified z score, and the distribution free z score.

	data
	z score
	dist-free z
	modified z

	1215.1
	-0.09852
	0.011804
	-0.12339

	1109.9
	-0.31406
	0.281755
	-0.39335

	1536.5
	0.559969
	0.812933
	0.701342

	1797.8
	1.095325
	1.483449
	1.371858

	1630.5
	0.752558
	1.054144
	0.942553

	939.7
	-0.66277
	0.718501
	-0.83009

	1219.7
	-0.0891
	0
	-0.11159

	519.9
	-1.52286
	1.79574
	-1.90733

	830
	-0.88752
	1
	-1.11159

	780.1
	-0.98976
	1.128047
	-1.23964

	1403.3
	0.287066
	0.471132
	0.359541

	1869.7
	1.242635
	1.66795
	1.556359

	2152.8
	1.822656
	2.394406
	2.282815

	1410
	0.300793
	0.488324
	0.376733

	532.8
	-1.49643
	1.762638
	-1.87423


Since no z scores and modified z scores have absolute values greater than 3.5, and no distributions free z scores are greater than 5, we then conclude that there is no obvious outliers.

(b) The following is the boxplot.
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(c) Outliers in this case may represent an extreme observation which has either very high or very low rate of motor vehicle thefts.

14.3.3.

(a) The following table summarizes the z score, the modified z score, and the distribution free z score.

	data
	z score
	dist-free z
	modified z

	67
	-0.09135
	0.037037
	-0.1358

	63
	-0.29066
	0.333333
	-0.4321

	39
	-1.48652
	2.111111
	-2.20987

	80
	0.55641
	0.925926
	0.827163

	64
	-0.24083
	0.259259
	-0.35802

	95
	1.303824
	2.037037
	1.938274

	90
	1.054686
	1.666667
	1.567904

	93
	1.204169
	1.888889
	1.790126

	21
	-2.38342
	3.444444
	-3.54321

	36
	-1.636
	2.333333
	-2.4321

	44
	-1.23738
	1.740741
	-1.8395

	66
	-0.14118
	0.111111
	-0.20987

	100
	1.552962
	2.407407
	2.308644

	66
	-0.14118
	0.111111
	-0.20987

	72
	0.157789
	0.333333
	0.23457

	34
	-1.73566
	2.481481
	-2.58024

	78
	0.456755
	0.777778
	0.679015

	66
	-0.14118
	0.111111
	-0.20987

	68
	-0.04152
	0.037037
	-0.06173

	98
	1.453307
	2.259259
	2.160496

	74
	0.257444
	0.481481
	0.382719

	81
	0.606237
	1
	0.901237

	71
	0.107961
	0.259259
	0.160496

	100
	1.552962
	2.407407
	2.308644

	60
	-0.44014
	0.555556
	-0.65432

	50
	-0.93842
	1.296296
	-1.39506

	81
	0.606237
	1
	0.901237

	66
	-0.14118
	0.111111
	-0.20987

	90
	1.054686
	1.666667
	1.567904

	89
	1.004858
	1.592593
	1.49383

	86
	0.855375
	1.37037
	1.271607

	49
	-0.98825
	1.37037
	-1.46913

	77
	0.406927
	0.703704
	0.604941

	63
	-0.29066
	0.333333
	-0.4321

	58
	-0.5398
	0.703704
	-0.80247

	43
	-1.28721
	1.814815
	-1.91358


Using z-score test and distribution-free test, there are no outliers. Using modified z-score test the observation 21 is a possible outlier.

(b) The following is the boxplot.
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Hence, the observation 21 is identified as an outlier using the boxplot.

Exercises 14.4

14.4.1.
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From the above normal probability plot we see that the data follows the straight line fairly well. Hence, the normality of the data is not rejected and no transformation is needed.

14.4.3.

(a) The following is the normal probability plot of the data. The graph below clearly shows that the data does not follow normal distribution.
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(b) Take the transformation 
[image: image9.wmf])
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 and look at the normal probability plot of the transformed data below.
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With the transformation, we can see that the transformed data falls much closer to the normal line.

14.4.5. 

(a) The following is the normal probability plot of the data. The graph below clearly shows that the data does not follow normal distribution.
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(b) Take the transformation 
[image: image12.wmf])
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 and look at the normal probability plot of the transformed data below.
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With the transformation, we can see that the transformed data falls much closer to the normal line.

14.4.7.
(a) & (b) The following is the normal probability plot of the data. We see that the data follows the straight line except for one data points. This suggests that the data may follow normality but with a possible outlier.
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(c) The following is the boxplot of the data.
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Hence, the observation 52 is identified as a possible outlier using boxplot. Further investigation is needed to check if there was a measurement error about this case. Or this observation may suggest that a particular car is significantly better than the others in terms of mileage per gallon.

14.4.9.

Use the data from Exercise 14.2.1. Let X = the percent expense ratio and Y = the percent return. Then we can calculate that 
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, we then reject the null hypothesis at level 0.05. Thus, we suggest that the variances of the two populations are not equal.

14.4.11.

Let X = the bonus for female and Y = the bonus for male. The assumption of the test is that the random samples of X and Y are from independent normal distributions. To test the homogeneity of variances of X and Y we calculate the ratio
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, then we do not reject the null hypothesis at level 0.05. Thus, we suggest that the variances of the two populations are equal.

14.4.13.

Let X1, X2 and X3 be the scores of the students taught by the faculty, the teaching assistant and the adjunct, respectively. The assumption of the test is that the random samples of X1, X2 and X3 are from independent normal distributions. To test homogeneity of variances of X1, X2 and X3 we first compute 
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	Deviation

	Faculty
	Teaching Assistant
	Adjunct

	11.4
	9.2
	15.6

	20.6
	11.2
	14.4

	5.4
	2.8
	2.6

	6.6
	3.2
	19.6

	10.4
	20.8
	23.4


The test statistic is 
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Since 
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, then at level 0.05 we do not reject the null hypothesis. That is we suggest that the variances of the three populations are equal.

Exercises 14.5

14.5.1.

(a) The following is the dot plot of the data of Exercise 14.4.5.
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(b) Mean =
[image: image26.wmf]y

= 13373.53, median = 7145, and standard deviation = s = 11924.47.

(c) A 95% confidence interval for the mean is
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(d) A 95% prediction interval is
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Since state expenditure is nonnegative, we can take the 95% prediction interval as 
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(e) There is a 95% chance that the true mean falls in
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. The assumption of obtaining the confidence interval and prediction interval is that the data follows normal distribution or has large sample size to employ central limit theorem. 

14.5.3.
(a) Let X = the midterm score and Y = the final score. The following is the scatter plot of the data with the fitted regression line.
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(b) The data does not show any particular pattern. No transformation is needed in this case.

(c) Fitting the data we obtain the linear regression model as
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 meaning only 13.45% of the variation in y is explained by the variable x. 

14.5.5.

(a) Let X = the in-state tuition and Y = the graduation rate. The following is the scatter plot of the data with the fitted regression line.
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(b) Fitting the data by least squares method we obtain the linear regression model as
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(c)  We have 
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 meaning only 16.18% of the variation in y is explained by the variable x. Thus, from the small 
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 and the scatter plot above we suggest that the least squares line is not a good model and must be improved.

Exercises 14.6

14.6.1.

(a) The normal probability plot of the data is given below. From the normal plot we can see that the data significantly deviates from the normal line. Hence, we can not assume the data is normally distributed and nonparametric test is more appropriate. 
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(b) Take the transformation 
[image: image40.wmf])
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 and look at the normal probability plot of the transformed data below.
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We see that the transform data does not deviate from the normal line a lot. Thus, a parametric test can be used on the logarithmic filtered data.

Exercises 14.7

14.7.1.

(a) Let X = total revenue and Y = pupils per teacher. The following is the dot plot of the data of pupils per teacher.
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The descriptive statistics of the pupils per teacher data is given below.

	n
	Mean
	Std
	Min
	Q1
	Median
	Q3
	Max

	16
	16.6625
	2.0063
	14.2
	14.975
	16.25
	17.525
	20.2


(b) The boxplot of the pupils per teacher data is given below. From the boxplot below we see that no outlier exists. 
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The following is the normal probability plot of the pupils per teacher data. The data is not normal.
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The following gives the normal plot by take the transformation 
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which shows that the data becomes approximately normal.
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(c) A 95% confidence interval for the mean of the pupils per teacher is
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(d) The following is the scatter plot of total revenue vs. pupils per teacher with the fitted regression line.
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(e) Fitting the data we obtain the linear regression model as
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 meaning only 3.24% of the variation in y is explained by the variable x. Thus, the regression model is not a good representation of the relationship between total revenue and pupils per teacher.
14.7.3.

Let X = the in-state tuition and Y = the graduation rate. The following is the scatter plot of graduation rate vs. in-state tuition with the fitted regression line.
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Fitting the data we then obtain the linear regression model as
[image: image52.wmf]x
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To run a residual model diagnostics we look at the following three plots.
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There is nothing unusual about the residual plots. Therefore, the basic assumptions in regression analysis for the errors: independency, normality and homogeneity of variances are checked. And it seems to be no reason to reject these assumptions.
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