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O P E N I S S U E

Deployment of IPv6

More than 15 years have elapsed
since the shortage of IPv4 address
space became serious enough to war-
rant proposals for a new version of IP.
The original IPv6 specification is now
more than 10 years old. IPv6-capable
host operating systems are now widely

available and the major router vendors offer varying degrees of support for IPv6 in their
products. Yet the deployment of IPv6 in the Internet can only be described as embry-
onic. It is worth wondering when deployment is likely to begin in earnest, and what will
cause it.

One reason why IPv6 has not been needed sooner is because of the exten-
sive use of NAT (network address translation, described earlier in this chapter). As
providers viewed IPv4 addresses as a scarce resource, they handed out fewer of them
to their customers, or charged for the number of addresses used; customers responded
by hiding many of their devices behind a NAT box and a single IPv4 address. For
example, it is likely that most home networks with more than one IP-capable de-
vice have some sort of NAT in the network to conserve addresses. So one factor
that might drive IPv6 deployment would be applications that don’t work well with
NAT. While client-server applications work reasonably well when the client’s ad-
dress is “hidden” behind a NAT box, peer-to-peer applications fare less well. Exam-
ples of applications that would work better without NAT and would therefore ben-
efit from more liberal address allocation policies are multiplayer gaming and IP tele-
phony.

Obtaining blocks of IPv4 addresses has been getting more difficult for years, and
this is particularly noticeable in countries outside the United States. As the difficulty
increases, the incentive for providers to start offering IPv6 addresses to their customers
also rises. At the same time, for existing providers, offering IPv6 is a substantial ad-
ditional cost, because they don’t get to stop supporting IPv4 when they start to offer
IPv6. This means, for example, that the size of a provider’s routing tables can only in-
crease initially, because they need to carry all the existing IPv4 prefixes plus new IPv6
prefixes.

At the moment, IPv6 deployment is happening primarily in research networks.
A few service providers are starting to offer it (often with some incentive from national
governments). It seems hard to imagine that the Internet can continue to grow indefi-
nitely without IPv6 seeing some more significant deployments, but it also seems likely
that the overwhelming majority of hosts and networks will be IPv4-only for several more
years at least.
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F U R T H E R R E A D I N G
Not surprisingly, there have been countless papers written on various aspects of the
Internet. Of these, we recommend two as must reading: The paper by Cerf and Kahn
is the one that originally introduced the TCP/IP architecture and is worth reading just
for its historical perspective; the paper by Bradner and Mankin gives an informative
overview on how the rapidly growing Internet has stressed the scalability of the original
architecture, ultimately resulting in the next generation IP. The paper by Paxson describes
a study of how routers behave in the Internet. It also happens to be a good example of
how researchers are now studying the dynamic behavior of the Internet. The final paper
discusses multicast, presenting the approach to multicast originally used on the MBone.
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Beyond these papers, Perlman gives an excellent explanation of routing in an inter-
net, including coverage of both bridges and routers [Per00]. Also, the book by Lynch and
Rose gives general information on the scalability of the Internet [Cha93]. Some interest-
ing experimental studies of the behavior of Internet routing are presented in Labovitz et
al. [LAAJ00].

Many of the techniques and protocols developed to help the Internet scale are
described in RFCs: Subnetting is described in Mogul and Postel [MP85], CIDR is de-
scribed in Fuller and Li [FL06], RIP is defined in Hedrick [Hed88] and Mogul and Pos-
tel [MP94], OSPF is defined in Moy [Moy98], and BGP-4 is defined in Rekhter et al.
[RLH06]. The OSPF specification, at over 200 pages, is one of the longer RFCs around,
but also contains an unusual wealth of detail about how to implement a protocol. A col-
lection of RFCs related to IPv6 can be found in Bradner and Mankin [BM95], and
the most recent IPv6 spec is by Deering and Hinden [DH98]. The reasons to avoid IP
fragmentation are examined in Kent and Mogul [KM87] and the Path MTU discovery
technique is described in Mogul and Deering [MD90]. Protocol Independent Multicast
(PIM) is described in Deering et al. [DEF+96] and [EFH+98]. MSDP is described in


